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Abstract

In this thesis and through a quantitative analysis, the cubic and quintic nonlinear Schrödinger equations had been solved approximately using two independent techniques, the Perturbation technique and the Picard approximation technique. At first, a lemma proved that the solution exists as a power series in the perturbation parameter ($\varepsilon$). Then, the approximate solution was obtained up to the third order using both techniques according to the computation limits in Mathematica 5.1 code. Both homogeneous and non-homogeneous cases had been studied showing the effect of the complex nonhomogeneity and under the effect of complex initial conditions. Comparisons were made under the results of the two techniques for a lot of case studies which showed semi-identical results. The solution was obtained under finite time interval $T$. Then, a $T$-study was obtained under increasing $T$ values to study the stability of the solution which showed that instability has high chances, when the parameter of dissipation ($\gamma$) vanishes.

We used a computer with core 2Duo processor 3 GHz, 3 GB RAM to perform all calculations for both Cubic (homogeneous and non-homogeneous) and Quintic Nonlinear Schrödinger Equations.
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Chapter 1  Schrodinger Equations, Types and Applications

1.0  Introduction

The Schrodinger Wave Equation, developed by the Austrian theoretical physicist Erwin Schrodinger in 1925, defines the quantum mechanical characteristics of the electrons orbiting the nucleus and can be used to define the positions of the protons and neutrons within the “gravitational potential well of attraction” of the nucleus. The Schrodinger Wave Equation assumes the particle and wave duality characteristic of the electrons, protons, and neutrons. It defines the total energy of the system analyzed. In words, the Schrodinger wave equation states that the kinetic energy (energy of motion of the particle) plus the potential energy (stored energy within the particle) equals the total energy of the particle. The Schrodinger wave Equation, therefore, provides a quantum mechanical approach to evaluate the total energy of the proton or neutron in the nucleus or the electron orbiting the nucleus. It is a spatial dependent and time dependent differential equations.

Analytical solutions of the time-independent Schrodinger equation can be obtained for a variety of relatively simple conditions. These solutions provide insight into the nature of quantum phenomena and sometimes provide a reasonable approximation of the behavior of more complex systems (e.g., in statistical mechanics, molecular vibrations are often approximated as harmonic oscillators). Many of the more common analytical solutions include, the free particle, the particle in a box, the finite potential well, the Delta function potential, the particle in a ring, the particle in a spherically symmetric potential, the quantum harmonic oscillator, the hydrogen atom or hydrogen-like atom, the ring wave guide and the particle in a one-dimensional lattice (periodic potential).

The one dimensional nonlinear Schrodinger equation (NLS) emerges as a first order model in a variety of fields – from high intensity laser beam propagation to Bose-Einstein condensation to water waves theory. The NLS is completely integrable, hence solvable, in one dimension on the infinite line or with periodic boundary conditions. The realization that the integrable structure might not persist under small perturbations led to the investigation of the forced and damped NLS [Cazenave and Lions, 1982].
1.1 Nonlinear Schrödinger Systems: Continuous and discrete

The Nonlinear Schrödinger (NLS) equation is a prototypical dispersive nonlinear partial differential equation (PDE) that has been derived in many areas of physics and analyzed mathematically for over 40 years. Historically the essence of NLS equations can be found in the early work of Ginzburg and Landau [Ginzburg and Landau, 1950] and Ginzburg [Ginzburg, 1956] in their study of the macroscopic theory of superconductivity, and also of Ginzburg and Pitaevskii [Ginzburg and Pitaevskii, 1958] who subsequently investigated the theory of superfluidity. Nonetheless, it was not until the works of Chiao et al [Chiao, 1964] and Talanov [Talanov, 1964] that the wider physical importance of NLS equation became evident, especially in connection with the phenomenon of self-focusing and the conditions under which an electromagnetic beam can propagate without spreading in nonlinear media. In the general situation, an optical beam in a dielectric broadens due to diffraction. However, in materials whose dielectric constant increases with the field intensity, the critical angle for internal reflection at the beam's boundary can become greater than the angular divergence due to diffraction and as a consequence the beam does not spread and can, in some situations, continue to focus into extremely high intensity spots.

Starting from the electromagnetic wave equation in the presence of nonlinearities and assuming a linearly polarized wave propagating along the z-axis, after a suitable rescaling of the dependent and independent variables, one can derive for the propagation of the electromagnetic field the NLS equation in standard non-dimensional form

\[ i\partial_z \psi + \Delta_\perp \psi + 2|\psi|^2 \psi = 0 \]  

(1.1)

Where \( \psi \) is proportional to the slowly varying complex envelope of the electromagnetic field, \( z \) is the propagation variable, and \( \Delta_\perp \) denotes the Laplacian with respect to the transverse coordinates.

Beside the fact that NLS systems have direct applications in many physical problems, the importance of the NLS equation is also due to its universal character [Benney and Newell, 1967]. Generally speaking, most weakly nonlinear, dispersive, energy-preserving systems give rise, in an appropriate limit, to the NLS
equation. Specifically, the NLS equation provides a "canonical" description for the envelope dynamics of a quasi-monochromatic plane wave propagating in a weakly nonlinear dispersive medium when dissipation can be neglected.

Mathematically, the NLS equation attains broad significance since, in one transverse dimension; it is integrable via the Inverse Scattering Transform (IST) which is a nonlinear Fourier Transform. It admits multisoliton solutions, it has an infinite number of conserved quantities, and it possesses many other interesting properties.

There has been a vast amount of literature involving the NLS equation over the years, but recently there has been additional interest, mainly due to the developments in nonlinear optics and soft-condensed matter physics. In the optical context, the experimental developments involving localized pulses in arrays of coupled optical waveguides [Eisenberg, 1998] have drawn attention to discrete NLS models (where the fields are substituted by appropriate finite differences). Related problems involving NLS equations on a lattice background [Efremidis, 2003] have also generated considerable interest. The vector generalization of the NLS equation has been also proved to be particularly valuable from the point of view of nonlinear optics. On the other hand, the experimental realization of Bose-Einstein condensates (BECs) and their mean field modeling by the so-called Gross-Pitaevskii [Pethick and Smith, 2002] equation which, like optical pulses on a lattice background, is an NLS equation with an external potential, has opened new avenues for the study of NLS-type equations.

The following sections elucidate some of the physical and the mathematical aspects of NLS systems, both continuous and discrete, scalar and vector, in one or more spatial dimensions.

1.1.1 Scalar (1+1)-dimensional systems

The nonlinear propagation of wave packets is governed by Nonlinear Schrodinger-type systems in such diverse fields as fluid dynamics [Ablowitz and Segur, 1981], nonlinear optics [Agrawal, 2001], magnetic spin waves [Zvedzin and Popkov, 1983] and [Chen, 1994], plasma physics [Zakharov, 1972] etc.
For example, the Nonlinear Schrodinger equation describes self-compression and self-modulation of electromagnetic wave packets in weakly nonlinear media. Hasegawa and Tappert [Hasegawa and Tappert, 1973] first derived the NLS equation in fiber optics, taking into account both dispersion and nonlinearity. Detailed derivations can be found in texts [Hasegawa and Kodama, 1995].

The Nonlinear Schrodinger equation in "standard" form is given by

\[ i q_z + q_{tt} + 2|q|^2q = 0 \]  

(1.2)

In these notations, the focusing case is given by the (+) sign in equation (1.2), and it corresponds to anomalous dispersion. The defocusing case is obtained when the dispersion is normal, and it corresponds to the (-) sign in equation (1.2).

The Nonlinear Schrodinger equation possesses soliton solutions, which are exact solutions decaying to a background state. The focusing (+) NLS equation admits so-called "bright" solitons (namely, solutions that are localized travelling "humps"). A pure one-soliton solution of the focusing Nonlinear Schrodinger equation has the form

\[ q(z, t) = \eta \text{sech}[\eta(t + 2\xi z - t_0)] e^{-i\theta(z,t)} \]  

(1.3)

where \( \theta(z,t) = \xi t + (\xi^2 - \eta^2)z + \theta_0 \).

It is worth noting that in nonlinear optics and many other areas of physics solitary waves are usually called solitons, despite the fact that they generally do not interact elastically. Indeed today, most physicists and engineers use the word soliton in this broader sense.

The defocusing (-) NLS equation does not admit solitons that vanish at infinity. However, it does admit soliton solutions on a nontrivial background, called "dark" and "gray" solitons. A dark soliton is a solution of the form

\[ q(z, t) = q_0 \tanh(q_0^2 t) e^{2i q_0^2 z} \]  

(1.4)

A gray soliton solution is
\[ q(z, t) = q_0 e^{2i q_0 z}[\cos \alpha + i \sin \tanh[\sin \alpha q_0 (t - 2q_0 \cos \alpha - t_0)]] \] (1.5)

Importantly, the solution of the nonlinear Schrodinger equation for both decaying initial data and for data which tend to constant amplitude at infinity were obtained by the method of the Inverse Scattering Transform (see below for a brief description) by [Zakharov and Shabat, 1972] and [Zakharov and Shabat, 1973].

One of the most remarkable properties of soliton solutions is that interacting scalar solitons affect each other only by a phase shift, that depends only on the soliton powers and velocities, but of which are conserved quantities. Thus, when two soliton collisions occur sequentially, the outcome of the first collision does not affect the second collision, except for a uniform phase shift.

In the context of small-amplitude water waves, the nonlinear Schrodinger equation was derived by Zakharov [Zakharov, 1968] for the case of infinite depth and Benney and Roskes [Benney and Roskes, 1969] for finite depth. Basically, the nonlinear Schrodinger equation is obtained from the Euler-Bernoulli equations for the dynamics of an ideal (i.e., incompressible, irrotational and inviscid) fluid under the assumption of a small amplitude quasi-monochromatic wave expansion.

Finally, it should also be mentioned that Ablowitz et al [Ablowitz, 1997] and [Ablowitz, 2001] have shown that, in quadratically nonlinear optical materials, more complicated nonlinear Schrodinger-type equations can arise.

1.1.2 Vector (1+1)-dimensional systems

In many applications, vector NLS (VNLS) systems are the key governing equations. Physically, the VNLS arises under conditions similar to those described by NLS whenever there are suitable multiple wave trains moving with nearly the same group velocity [Roskes, 1976]. Moreover, VNLS also models systems where the electromagnetic field has more than one component. For example, in optical fibers and waveguides, the propagating electric field has two polarized components transverse to the direction of propagation.

\[ i u_z + u_{tt} + (|u|^2 + |v|^2)u = 0 \] (1.6)

\[ i v_z + v_{tt} + (|u|^2 + |v|^2)v = 0 \] (1.7)
The dimensionless system in equations (1.6) and (1.7) was considered by Manakov [Manakov, 1974] as an asymptotic model governing the propagation of the electric field in a waveguide. where $z$ is the normalized distance along the waveguide, $t$ is a transverse coordinate and $(u, v)^T$ (the superscript $T$ denotes matrix transpose) are the transverse components of the complex electromagnetic field envelope. Manakov was able to integrate the above Vector Nonlinear Schrodinger system by the IST method.

Subsequently, Menyuk [Menyuk, 1987] showed that in optical fibers with constant birefringence, the two polarization components $(u, v)^T$ of the complex electromagnetic field envelope orthogonal to direction of propagation along a fiber satisfy asymptotically the following non-dimensional equations

\[ i \left( u_z + \delta u_t \right) + \frac{d}{2} u_{tt} + \left( |u|^2 + |v|^2 \right) u = 0 \]  
\[ i \left( v_z - \delta v_t \right) + \frac{d}{2} v_{tt} + \left( \alpha |u|^2 + |v|^2 \right) v = 0 \]  

where $\delta$ represents the group velocity "mismatch" between the components $u$ and $v$, $d$ is the group velocity dispersion and $\alpha$ is a constant depending on the polarization properties of the fiber.

The physical phenomenon of birefringence implies that the phase and group velocities of the electromagnetic wave are different for each polarization component. It is important to realize, however, that the derivation of the above equations assumes that certain nonlinear (four-wave mixing) terms are neglected. In the general case, i.e. when $\delta \neq 1$, the vector Nonlinear Schrodinger system is unlikely to be integrable. However, in a communications environment, due to the distances involved, not only does the birefringence evolve, but it does so randomly and on a scale much faster than the distances required for communication transmission. In this case, Menyuk [Menyuk, 1999] showed, after averaging over the fast birefringence fluctuations, the relevant equation is the above but with $\alpha = 1$ and $\delta = 0$ that is, it reduces to the integrable Vector Nonlinear Schrodinger system derived by Manakov, which therefore attains broader relevance.
As indicated above, the Manakov system (1.8) and (1.9) is integrable, and it possesses vector soliton solutions. In the focusing case that is, with a plus sign in front of the cubic nonlinear terms. These are bright solitons whose shape is the same as that of the bright solitons of the scalar NLS equation, multiplied by a constant polarization vector. Unlike scalar solitons, however, the collision of solitons with internal degrees of freedom (e.g. vector or matrix solitons) can be highly nontrivial: even though the collision is elastic, in the sense that the total energy of each soliton is conserved, there can be a significant redistribution of energy among the components. It has been shown by Soljacic et al [Soljacic, 1998] that the parameters controlling the energy switching between components exhibit nontrivial transformation of information. This set forth the experimental foundations of computation with solitons. Despite the vector nature of the problem, one can show that the multisoliton interaction process is nevertheless pair-wise and the net result of the interaction is independent of the order in which such collisions occur. This interaction property can be related to the fact that the map determining the interaction of two solitons satisfies the Yang-Baxter relation [Ablowitz, 2004].

The defocusing vector nonlinear Schrödinger equation (VNLS) (1.8) and (1.9) with a (-) sign in front of the nonlinear terms admits "dark-dark soliton" solutions; i.e., solitons which have dark solitonic behavior in both components, as well as "dark-bright" soliton solutions, which contain one dark and one bright component [Kivshar and Turitsyn, 1993]. Although the mathematical properties of VNLS have been investigated for decades, the IST for the vector system under non-vanishing boundary conditions has been developed only recently.

1.1.3 Scalar multidimensional systems

The nonlinear Schrödinger equation in two spatial dimensions,

\[ i\psi_t + \Delta \psi + 2|\psi|^2\psi = 0, \quad X = (x,y) \in \mathbb{R}^2 \quad (1.10) \]

has been investigated shortly after the early studies on the one-dimensional equation. Note that in optics, the transverse Laplacian, here simply indicated by \(\Delta\), describes wave diffraction. Remarkable early direct numerical simulations and scaling arguments by Kelley [Kelley, 1965] indicated that wave collapse could occur. Vlasov [Vlasov, 1971] showed that for a purely cubic nonlinearity in a self-
focusing nonlinear medium, the phenomenon of wave collapse takes place and the light beam blows up in a finite time. The proof that a finite-time singularity can occur in Eq. (1.10) is remarkably straightforward [Vlasov, 1971] and it is based on the virial theorem, see also [ Ablowitz and Segur, 1979]. One can also prove rigorously [C Sulem and P L Sulem, 1999] that, for initial conditions for which the Hamiltonian

\[
H = \int \left( |\nabla \psi|^2 - \left( \frac{1}{2} \right) |\psi|^4 \right) dx
\]  

(1.11)
is negative, there exists a time \( t_0 \) such that the quantity \( \int |\nabla \psi|^2 dx \) becomes infinite as \( t \) approaches \( t_0 \), which in turn implies that \( \psi \) also becomes infinite as \( t \to t_0 \) (blowup in finite time). It is worth mentioning that near blowup the solution displays universal scaling properties.

Results are also available for the more general Nonlinear Schrodinger equation in \( d \) spatial dimensions and with generic power nonlinearity:

\[
i\psi_t + \Delta_d \psi + 2|\psi|^2\psi = 0, \quad X \in \mathbb{R}^d
\]  

(1.12)

where \( \Delta_d \) is the Laplacian \( d \) -dimensional.

The first proof of global existence of solutions to the focusing nonlinear Schrodinger equation in the sub-critical dimension was given by Ginibre and Velo [Ginibre and Velo, 1979]. There are many references to this interesting subject; see for example [Papanicolau, 1994], [Sulem C. and Sulem PL. , 1999] and [Merle and Raphael, 2004].

Finally, we mention the Zakharov system for Langmuir turbulence in plasmas, where the mean field obeys a dynamical equation [Zakharov, 1972].

1.2 Nonlinear Schrodinger equation: Types and solutions

In general there are two types of solutions of the Schrodinger equation: travelling waves and standing waves. Linear superpositions of travelling waves are used to form wave packets describing the motions of “free” particles while standing waves (superpositions of waves travelling in opposite directions) are used to describe the states of particles bound in potential wells, e.g. of electrons in atoms, molecules and solids and of protons and neutrons in atomic nuclei.
The nonlinear Schrodinger equation (NLS) is also the second nonlinear partial differential equation (PDE) whose initial value problem was discovered to be solvable via IST method [Ablowitz Clarkson, 1991], [Emmanuel, 2008]. In the last ten decades, there are a lot of NLS problems depending on additive or multiplicative noise in the random case [Debussche and Menza, 2002] or a lot of solution methodologies in the deterministic case.

Wang M. and et al [Wang and et al, 2007] obtained the exact solutions to NLS using what they called the sub-equation method. They got four kinds of exact solutions of the equation.

\[ i \frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial^2 u}{\partial z^2} + \alpha |u|^p u + \beta |u|^{2p} u = 0 \quad (1.13) \]

for which no sign to the initial or boundary conditions type is made.

Xu L. and Zhang J. [Xu and Zhang, 2007] followed the same previous technique in solving the higher order NLS:

\[ i \frac{\partial u}{\partial x} - \frac{1}{2} \alpha \frac{\partial^2 u}{\partial t^2} + \beta |u|^2 u + i \varepsilon \frac{\partial^3 u}{\partial t^3} + i \delta |u|^2 u \frac{\partial u}{\partial t} + i \gamma u^2 \frac{\partial u}{\partial t} = 0 \quad (1.14) \]

Sweilam N. [Sweilam, 2006] solved

\[ i \frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial x^2} + q |u|^2 u = 0 , t > 0, L_0 < x < L_1 \quad (1.15) \]

with initial condition \( u(x,0) = g(x) \) and boundary conditions \( u_x(L_0, t) = u_x(L_1, t) = 0 \) which gives rise to solitary solutions using variational iteration method.

By using the extended hyperbolic auxiliary equation method [Zhu, 2007] in getting the exact explicit solutions to the higher order Nonlinear Schrodinger equation (NLS):

\[ iq_z - i \frac{\beta_1}{2} q_{ttt} + \gamma_1 |q|^2 q = i \frac{\beta_2}{6} q_{tttt} + \frac{\beta_3}{24} q_{ttt} - \gamma_2 |q|^4 q \quad (1.16) \]

Without any boundary conditions Sun J. and et al [Sun and et al, 2007] solved the Nonlinear Schrodinger equation (NLS):
\[ i \frac{\partial \psi}{\partial t} + \frac{\partial^2 \psi}{\partial x^2} + a|\psi|^2\psi = 0 \quad (1.17) \]

with the initial condition \( \psi(x,0) = \psi_0(x) \) using Lie group method.

By using coupled amplitude phase formulation, Parsezian K. and Kalithasan B. [Parsezian and Kalithasan, 2007] constructed the quartic anharmonic oscillator equation from the coupled higher order Nonlinear Schrodinger equation (NLS).

Two-dimensional grey solitons to the NLS were numerically analyzed by Sakaguchi H. and Higashiuchi T. [Sakaguchi and Higashiuchi, 2006].

The generalized derivative NLS was studied by Huang D. and et al [Huang and et al, 2007] introducing a new auxiliary equation expansion method.

El-Tawil A. and El-Hazmy A. [El-Tawil and El-Hazmy, 2007], [El-Tawil and El-Hazmy, 2009] introduce a perturbative technique to solve the cubic nonlinear Schrodinger equation (CNLS):

\[ i \frac{\partial u}{\partial z} + \alpha \frac{\partial^2 u}{\partial t^2} + \epsilon |u|^2 u + \gamma u = 0, \quad (t,z) \in [0,T] \times [0,\infty) \quad (1.18) \]

where \( u(t,z) \) is a complex valued function which is subjected to:
initial conditions: \( u(t,0) = f_1(t) + i f_2(t) \), a complex valued function and boundary conditions: \( u(0,z) = u(T,z) = 0 \). with proving that the solution –if exist- of (1.18) should be a power series in \( \epsilon \).

The nonlinear Schrodinger equation can be solved numerically by using split-step Fourier transform (SSFT); [Ismail, 2008], [Molleneauer and Gordon, 2006], [Ruiyu, Lu, Zhonghao, Wenrui and Guosheng, 2004].

1.3 Outline of Thesis

In chapter 2, we solve cubic homogeneous nonlinear Schrodinger equation (2.1) by using two different methods; perturbation and Picard approximation in sections (2.1), (2.2) and (2.4) respectively. We introduce the methodology by using many case studies; constant, sinusoidal and exponential for initial conditions function, for each method. In section (2.6), we also compare between two methods with the same initial conditions on the same graph. At the end of this chapter; section (2.7), we introduce T study for both methods, each method separately, at different values of time; 10, 20 and 60.
In chapter 3, we solve cubic non homogeneous nonlinear Schrodinger equation (3.1) by using the same two methods illustrated in chapter 2; perturbation and Picard approximation in sections (3.1), (3.2) and (3.4) respectively. We introduce the methodology by using many case studies; constant, sinusoidal and exponential with many combinations between non homogeneous terms and initial conditions functions, for each method. In section (3.6), we also compare between two methods with the same initial conditions and non homogeneous part on the same graph. At the end of this chapter; section (3.7), we introduce T study for both methods, each method separately, at different values of time; 10, 20 and 60.

In chapter 4, we solve quintic homogeneous nonlinear Schrodinger equation (QNLS) (4.1) by using two different methods; perturbation and Picard approximation in sections (4.1), (4.2) and (4.4) respectively. We introduce the methodology by using many case studies; constant, sinusoidal and exponential for initial conditions function, for each method. In section (4.6), we also compare between two methods with the same initial conditions on the same graph. At the end of this chapter; section (4.7), we introduce T study for both methods, each method separately, at different values of time; 10, 20 and 60.

In chapter 5, we introduce the thesis summary and conclusions.
Chapter 2  Homogeneous Nonlinear Cubic Schrodinger Equations

2.0  Introduction

In this chapter, a perturbing nonlinear Schrodinger equation is studied under limited time interval, complex excitation, complex initial conditions and zero Neumann conditions. The perturbation and Picard approximation method together with the eigenfunction expansion and variational parameters methods are used to introduce an approximate solution for the perturbative nonlinear case for which a power series solution is proved to exist. Using Mathematica, the solution algorithm is tested through computing the possible orders of approximations. The method of solution is illustrated through case studies and figures.

In this chapter, a straight forward solution algorithm is introduced using the transformation from a complex solution to a two coupled equations in two real solutions, eliminating one of the solutions to get separate independent and higher order equations, and finally introducing a perturbative approximate solution to the system.

2.1  The Non-linear case

Consider the homogeneous non-linear Schrodinger equation:

\[ i \frac{\partial u(t, z)}{\partial z} + \alpha \frac{\partial^2 u(t, z)}{\partial t^2} + \varepsilon |u(t, z)|^2 u(t, z) + i \gamma u(t, z) = 0, \]

\((t, z) \in (0, T) \times (0, \infty)\) \hspace{1cm} (2.1)

where \(u(t, z)\) is a complex valued function which is subjected to:

1. Cs.: \(u(t, 0) = f_1(t) + i f_2(t)\), \hspace{1cm} (2.2)

2. Cs.: \(u(0, z) = u(T, z) = 0\). \hspace{1cm} (2.3)

Lemma (2.1)

The solution of equation (2.1) with the constraints (2.2), (2.3) is a power series in \(\varepsilon\) if exists.
Proof

At $\varepsilon = 0 \ (u(t, z) = u_0(t, z))$, the following linear homogeneous equation is got:

\[ i \frac{\partial u_0(t, z)}{\partial z} + \alpha \frac{\partial^2 u_0(t, z)}{\partial t^2} + i \gamma u_0(t, z) = 0, \quad (t, z) \in (0, T) \times (0, \infty) \quad (2.4) \]

\[ u_0(t, z) = \psi_0(t, z) + i \phi_0(t, z) \quad (2.5) \]

By following Appendix (A), the linear Schrodinger equation (2.4) has the following solution:

\[ \psi_0(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{0n}(z) \sin \left( \frac{n \pi}{T} \right) t, \quad (2.6) \]

\[ \phi_0(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{0n}(z) \sin \left( \frac{n \pi}{T} \right) t \quad (2.7) \]

where $T_{0n}(z)$ and $\tau_{0n}(z)$ can be calculated as illustrated in the general linear case, (Appendix (A), equations (A.12), (A.13) respectively).

By following Pickard approximation, equation (2.1) can be rewritten as:

\[ i \frac{\partial u_n(t, z)}{\partial z} + \alpha \frac{\partial^2 u_n(t, z)}{\partial t^2} + i \gamma u_n(t, z) = -\varepsilon |u_{n-1}(t, z)|^2 u_{n-1}(t, z), n \geq 1 \quad (2.8) \]

at $n = 1$, the iterative equation (2.8) takes the form

\[ i \frac{\partial u_1(t, z)}{\partial z} + \alpha \frac{\partial^2 u_1(t, z)}{\partial t^2} + i \gamma u_1(t, z) = -\varepsilon |u_0(t, z)|^2 u_0(t, z) = \varepsilon k_1(t, z) \quad (2.9) \]

which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:

\[ \psi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} (T_{0n}(z) + \varepsilon T_{1n}(z)) \sin \left( \frac{n \pi}{T} \right) t, \quad (2.10) \]

\[ \phi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} (\tau_{0n}(z) + \varepsilon \tau_{1n}(z)) \sin \left( \frac{n \pi}{T} \right) t, \quad (2.11) \]
\[ u_1(t, z) = \psi_1(t, z) + i \phi_1(t, z), \quad (2.12) \]
\[ = u_1^{(0)} + \varepsilon u_1^{(1)}, \quad (2.13) \]
where \( u_1^{(0)} = u_0 \).

At \( n = 2 \), the following equation is obtained:
\[
i \frac{\partial u_2(t, z)}{\partial z} + \alpha \frac{\partial^2 u_2(t, z)}{\partial t^2} + i\gamma u_2(t, z) = -\varepsilon |u_1(t, z)|^2 u_1(t, z) = \varepsilon k_2(t, z) \quad (2.14)
\]
which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:
\[
u_2(t, z) = u_2^{(0)} + \varepsilon u_2^{(1)} + \varepsilon^2 u_2^{(2)} + \varepsilon^3 u_2^{(3)} + \varepsilon^4 u_2^{(4)}, \quad (2.15)
\]
where \( u_2^{(0)} = u_0 \). Continuing like this, one can get:
\[
u_n(t, z) = u_n^{(0)} + \varepsilon u_n^{(1)} + \varepsilon^2 u_n^{(2)} + \varepsilon^3 u_n^{(3)} + \ldots + \varepsilon^m(n) u_n^{m(n)}. \quad (2.16)
\]
where \( m(n) \) is an increasing polynomial in \( n \). As \( n \to \infty \), the solution (if exists) can be reached as \( u(t, z) = \lim_{n \to \infty} u_n(t, z) \). Accordingly the solution is a power series in \( \varepsilon \).

According to the previous lemma, one can assume the solution of equation (2.1) as the following:
\[
u(t, z) = \sum_{n=0}^{\infty} \varepsilon^n u_n(t, z) \quad (2.17)
\]
Let \( u(t, z) = \psi(t, z) + i \phi(t, z) \), \( \psi, \phi \): are real valued functions. The following coupled equations are got:
\[
\frac{\partial \phi(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi(t, z)}{\partial t^2} + \varepsilon (\psi^2 + \phi^2) \psi - \gamma \phi, \quad (2.18)
\]
\[
\frac{\partial \psi(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi(t, z)}{\partial t^2} - \varepsilon (\psi^2 + \phi^2) \phi - \gamma \psi, \quad (2.19)
\]
where \( \psi(t, 0) = f_1(t), \phi(t, 0) = f_2(t) \), and all corresponding other I.Cs. and B.Cs. are zeros.

As a third order perturbation solution, one can assume that:
\[
\psi(t, z) = \psi_0 + \epsilon\psi_1 + \epsilon^2\psi_2 + \epsilon^3\psi_3,
\]
\[
\phi(t, z) = \phi_0 + \epsilon\phi_1 + \epsilon^2\phi_2 + \epsilon^3\phi_3,
\]
where \(\psi_0(t, 0) = f_1(t)\), \(\phi_0(t, 0) = f_2(t)\), and all corresponding other I.C. and B.C. are zeros.

Substituting from equations (2.20) and (2.21) into equations (2.18) and (2.19) and then equating the equal powers of \(\epsilon\), one can get the following set of coupled equations:

\[
\frac{\partial \phi_0(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_0(t, z)}{\partial t^2} - \gamma \phi_0,
\]
\[
\frac{\partial \psi_0(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_0(t, z)}{\partial t^2} - \gamma \psi_0,
\]
\[
\frac{\partial \phi_1(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_1(t, z)}{\partial t^2} - \gamma \phi_1 + (\psi_0^3 + \psi_0\phi_0^2),
\]
\[
\frac{\partial \psi_1(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_1(t, z)}{\partial t^2} - \gamma \psi_1 - (\phi_0^3 + \phi_0\psi_0^2),
\]
\[
\frac{\partial \phi_2(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_2(t, z)}{\partial t^2} - \gamma \phi_2 + (3\psi_0^2\psi_1 + 2\psi_0\phi_0\phi_1 + \psi_1\phi_0^2),
\]
\[
\frac{\partial \psi_2(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_2(t, z)}{\partial t^2} - \gamma \psi_2 - (3\phi_0^2\phi_1 + 2\phi_0\psi_0\psi_1 + \phi_1\psi_0^2),
\]
\[
\frac{\partial \phi_3(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_3(t, z)}{\partial t^2} - \gamma \phi_3 + (3\psi_1^2\psi_0 + 3\psi_0^2\psi_2 + \psi_2\phi_0^2 + 2\psi_1\phi_0\phi_1 + \psi_0\phi_1^2
+ 2\psi_0\phi_0\phi_2)
\]
\[
\frac{\partial \psi_3(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_3(t, z)}{\partial t^2} - \gamma \psi_3
- (3\phi_1^2\phi_0 + 3\phi_0^2\phi_2 + \phi_2\psi_0^2 + 2\phi_1\psi_0\psi_1 + \phi_0\psi_1^2
+ 2\phi_0\psi_0\psi_2)
\]

and so on. The prototype equations, to be solved, are:
\[
\frac{\partial \phi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_i(t, z)}{\partial t^2} + G_{1i} , \quad i \geq 1
\]  \hspace{1cm} (2.30)

\[
\frac{\partial \psi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \phi_i(t, z)}{\partial t^2} + G_{2i} , \quad i \geq 1
\]  \hspace{1cm} (2.31)

where \( \psi_i(t, 0) = \delta_{i,0} f_1(t), \phi_i(t, 0) = \delta_{i,0} f_2(t), \) and all other corresponding conditions are zeros. \( G_{1i}, G_{2i} \) are functions to be computed from previous steps.

By following the solution algorithm described in Appendix (A) for the linear case, the following final results are obtained.

### 2.2 The order of approximations

The following final expressions can be used to obtain different order of approximations.

#### 2.2.1 The zero order approximation

The zero order approximation is the linear case illustrated in Appendix (A).

#### 2.2.2 The first order approximation

\[
u_1(t, z) = u_0(t, z) + \varepsilon \left( \psi_1(t, z) + i \phi_1(t, z) \right)
\]  \hspace{1cm} (2.32)

By following Appendix (A), for \( n=1 \), we can find that:

\[
\psi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t,
\]  \hspace{1cm} (2.33)

\[
\phi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t,
\]  \hspace{1cm} (2.34)

from equations (2.24) and (2.25), we can see that:

\[
G_{11} = e^{-2\gamma z}(\psi_0^3 + \psi_0 \phi_0^2)
\]  \hspace{1cm} (2.35)

\[
G_{21} = e^{-2\gamma z}(-\phi_0^3 - \phi_0 \psi_0^2)
\]  \hspace{1cm} (2.36)

in which,
\[ T_{1n}(z) = A_{11}(z) \sin \beta_n z + \left( C_{12} + B_{11}(z) \right) \cos \beta_n z, \quad (2.37) \]
\[ \tau_{1n}(z) = A_{12}(z) \sin \beta_n z + \left( C_{14} + B_{12}(z) \right) \cos \beta_n z, \quad (2.38) \]

where \( C_{12} = -B_{11}(0) \) and \( C_{14} = -B_{12}(0) \). The rest constants \( A_{11}, B_{11}, A_{12}, B_{12} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the zero order approximation can be got using
\[ |u_1(t, z)|^2 = |u_0(t, z)|^2 + 2\epsilon(\psi_0 \psi_1 + \phi_0 \phi_1) + \epsilon^2(\psi_1^2 + \phi_1^2) \quad (2.39) \]

### 2.2.3 The second order approximation

\[ u_2(t, z) = u_1(t, z) + \epsilon^2(\psi_2(t, z) + i \phi_2(t, z)) \quad (2.40) \]

By following Appendix (A), for \( n=2 \), we can find that:

\[ \psi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left( \frac{n \pi}{T} \right) t, \quad (2.41) \]
\[ \phi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left( \frac{n \pi}{T} \right) t, \quad (2.42) \]

from equations (2.26) and (2.27), we can see that:

\[ G_{12} = e^{-2\gamma z}(3\psi_0^2 \psi_1 + 2\psi_0 \phi_0 \phi_1 + \psi_1 \phi_0^2) \quad (2.43a) \]
\[ G_{22} = e^{-2\gamma z}(-3\phi_0^2 \phi_1 - 2\phi_0 \psi_0 \psi_1 - \phi_1 \psi_0^2) \quad (2.43b) \]

in which

\[ T_{2n}(z) = A_{21}(z) \sin \beta_n z + \left( C_{22} + B_{21}(z) \right) \cos \beta_n z, \quad (2.44) \]
\[ \tau_{2n}(z) = A_{22}(z) \sin \beta_n z + \left( C_{24} + B_{22}(z) \right) \cos \beta_n z, \quad (2.45) \]

where \( C_{22} = -B_{21}(0) \) and \( C_{24} = -B_{22}(0) \). The rest constants \( A_{21}, B_{21}, A_{22}, B_{22} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the zero order approximation can be got using
\[ |u_2(t, z)|^2 = |u_0(t, z)|^2 + 2\epsilon^2(\psi_0 \psi_2 + \phi_0 \phi_2) + 2\epsilon^3(\psi_1 \psi_2 + \phi_1 \phi_2) + \epsilon^4(\psi_2^2 + \phi_2^2) \quad (2.46) \]
2.2.4 The third order approximation

\[ u_3(t, z) = u_2(t, z) + \varepsilon^3 \left( \psi_3(t, z) + i \phi_3(t, z) \right) \]  
(2.47)

By following Appendix (A), for \( n=3 \), we can find that:

\[ \psi_3(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{3n}(z) \sin \left( \frac{n \pi}{T} t \right), \]  
(2.48)

\[ \phi_3(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{3n}(z) \sin \left( \frac{n \pi}{T} t \right), \]  
(2.49)

from equations (2.28) and (2.29), we can see that:

\[ G_{13} = e^{-2\gamma z} \left( 3\psi_0^2 \psi_1 + 3\psi_0^2 \psi_2 + \psi_2 \phi_0^2 + 2\psi_0 \phi_0 \phi_1 + \psi_0 \phi_1^2 + 2\psi_0 \phi_0 \phi_2 \right) \]  
(2.50)

\[ G_{23} = e^{-2\gamma z} \left( -3\phi_0^2 \phi_1 - 3\phi_0^2 \phi_2 - \phi_2 \psi_0^2 - 2\phi_0 \psi_0 \phi_1 - \phi_0 \psi_1^2 - 2\phi_0 \psi_0 \phi_2 \right) \]  
(2.51)

in which

\[ T_{3n}(z) = A_{31}(z) \sin \beta_n z + \left( C_{32} + B_{31}(z) \right) \cos \beta_n z, \]  
(2.52)

\[ \tau_{3n}(z) = A_{32}(z) \sin \beta_n z + \left( C_{34} + B_{32}(z) \right) \cos \beta_n z, \]  
(2.53)

where \( C_{32} = -B_{31}(0) \) and \( C_{34} = -B_{32}(0) \). The rest constants \( A_{31}, B_{31}, A_{32}, B_{32} \) can be calculated in similar manner as in Appendix (A).

The absolute value of the zero order approximation can be got using

\[ |u_3(t, z)|^2 = |u_2(t, z)|^2 + 2\varepsilon^3 (\psi_0 \psi_3 + \phi_0 \phi_3) + 2\varepsilon^4 (\psi_1 \psi_3 + \phi_1 \phi_3) + 2\varepsilon^5 (\psi_2 \psi_3 + \phi_2 \phi_3) + \varepsilon^6 (\psi_3^2 + \phi_3^2) \]  
(2.54)

2.3 Case Studies

To examine the proposed solution algorithm, some case studies are illustrated.
2.3.1 Case study 1

Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm, the following selected results for the first, second and third order approximations are got:

Fig. (2.1) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (M=10)

Fig. (2.2) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (M=10)
Fig. (2.3) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.4) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.5) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$)
Fig. (2.6) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$, $M = 10$ for different values of $z$.

Fig. (2.7) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$, $M = 10$ for different values of $t$.

Fig. (2.8) the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (2.9)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2 , \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.10)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2 , \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.11)  comparison between first, second and third order approximation at $\varepsilon = 0.2 , \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, z = 20$. 
Fig. (2.12) comparison between first, second and third order approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, t = 4$.

Note: with constant initial conditions we calculated till third order which takes around 2 days continuously and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

Fig. (2.13) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \alpha, \rho_1, \rho_2 = 1, T = 10, \gamma = 1$ with considering only ten terms on the series (M=10).
Fig. (2.14) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.15) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$, with considering only ten terms on the series (M=10).

Fig. (2.16) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig.(2.17) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig.(2.18) comparison between first and second order approximations at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, z = 2$.

Fig.(2.19) comparison between first and second order approximations at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, t = 2$. 
Note: with constant initial conditions and $\gamma$ exist we calculated till second order which takes around 3 days continuously and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

2.3.2 Case study 2

Taking the case $f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t}$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (2.20) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (2.21) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (2.22) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.23) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.24) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (2.25) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.26) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.27) comparison between zero, first and second order approximations at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, z = 10$. 
Note: the calculations for second order takes 3 and half day and we can not calculate more orders since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

Fig.(2.28) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig.(2.29) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (2.30) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Note: the calculations for first order takes 3 days and we can not calculate more orders since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

2.3.3 Case study 3

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left(\frac{m\pi}{T} t \right)$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first, second and third order approximations are got:

Fig.(2.31) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (2.32)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (2.33)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.34)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
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Fig. (2.35) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (2.36) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.37) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
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Fig. (2.38)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (2.39)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 1, \gamma = 0$, and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (2.40)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
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Fig. (2.41)  the third order approximation of $|u^{(3)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.42)  the third order approximation of $|u^{(3)}|$ at $z = 10, \gamma = 0$, and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.43)  the third order approximation of $|u^{(3)}|$ at $t = 4, \gamma = 0$, and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (2.44) comparison between first, second and third order approximations at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, z = 20$.

Fig. (2.45) comparison between first, second and third order approximations at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, t = 2$.

Fig. (2.46) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$, and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (2.47) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.48) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$, and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.49) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$, and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (2.50) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (2.51) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (2.52) comparison between first and second order approximation at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, z = 2$. 
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Fig. (2.53) comparison between first and second order approximation at 
\( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, t = 2. \)

**Note:** we cannot calculate further than second order since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

### 2.4 Picard Approximation

To validate our previous results, in the absence of the exact solution, let us follow another approximation technique. The Picard approximation is considered in this section.

Solving equation (2.1) with the same conditions (2.2) and (2.3) and following the Picard algorithm which puts the nonlinear terms in the right hand side of the equation evaluated at the previous step, which means that we solve the linear case iteratively [Zwillinger, 1997].

Let \( u(t, z) = \psi(t, z) + i \phi(t, z), \psi, \phi: \) are real valued functions. The following coupled equations are got:

\[
\frac{\partial \phi(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi(t, z)}{\partial t^2} + \varepsilon (\psi^2 + \phi^2)\psi - \gamma \phi, \tag{2.55}
\]

\[
\frac{\partial \psi(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi(t, z)}{\partial t^2} - \varepsilon (\psi^2 + \phi^2)\phi - \gamma \phi. \tag{2.56}
\]

Where \( \psi(t, 0) = f_1(t), \phi(t, 0) = f_2(t), \) and all corresponding other I.Cs. and B.Cs. are zeros.
\[
\frac{\partial \psi_i(t,z)}{\partial t} = \alpha \frac{\partial^2 \psi_i(t,z)}{\partial t^2} + H_{1i} , \quad i \geq 1 \tag{2.57}
\]
\[
\frac{\partial \phi_i(t,z)}{\partial t} = \alpha \frac{\partial^2 \phi_i(t,z)}{\partial t^2} + H_{2i} , \quad i \geq 1 \tag{2.58}
\]

where \( \psi_i(t,0) = f_1(t) \), \( \phi_i(t,0) = f_2(t) \), and all other corresponding conditions are zeros. \( H_{1i}, H_{2i} \) are functions to be computed from previous steps.

### 2.4.1 Picard order of approximations

#### 2.4.1.1 Zero order approximation

The zero order approximation is the linear case illustrated in Appendix (A).

#### 2.4.1.2 First order approximation

\[
i \frac{\partial u_1(t,z)}{\partial z} + \alpha \frac{\partial^2 u_1(t,z)}{\partial t^2} + \epsilon |u_0(t,z)|^2 u_0(t,z) + i \gamma u_1(t,z) = 0,
\]

\((t,z) \in (0,T) \times (0,\infty)\) \hspace{1cm} (2.59)

with initial condition \( u_1(t,0) = f_1(t) + i f_2(t) \) and boundary conditions \( u_1(0,z) = u_1(T,z) = 0 \). By following Appendix (A), the linear Schrodinger equation (2.59) has the following solution:

\( u_1(t,z) = \psi_1 + i \phi_1 \), \hspace{1cm} (2.60)

\( \psi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t, \)

\( \phi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t \)

\( H_{11} = e^{-2\gamma z} \epsilon (\psi_0^3 + \psi_0 \phi_0^2) \)

\( H_{21} = -e^{-2\gamma z} \epsilon (\phi_0^3 + \phi_0 \psi_0^2) \)

in which,

\( T_{1n}(z) = A_{11}(z) \sin \beta_n z + (C_{12} + B_{11}(z)) \cos \beta_n z, \)

\( \beta_n z \)

\[39\]
\[ \tau_{1n}(z) = A_{12}(z) \sin \beta_n z + (C_{14} + B_{12}(z)) \cos \beta_n z, \]  

(2.66)

where the constants and variables \( A_{11}, C_{12}, B_{11}, A_{12}, C_{14}, B_{12} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the first order approximation is:

\[ |u_1(t, z)|^2 = \psi_1^2 + \phi_1^2 \]  

(2.67)

### 2.4.1.3 Second order approximation

\[ \frac{\partial u_2(t, z)}{\partial z} + \alpha \frac{\partial^2 u_2(t, z)}{\partial t^2} + \varepsilon |u_1(t, z)|^2 u_1(t, z) + i \gamma u_2(t, z) = 0, \]  

(2.68)

with initial conditions \( u_2(t, 0) = f_1(t) + i f_2(t) \) and boundary conditions \( u_2(0, z) = u_2(T, z) = 0 \). Following Appendix (A), the linear Schrödinger equation (2.68) has the following solution:

\[ u_2(t, z) = \psi_2 + i \phi_2, \]  

(2.69)

\[ \psi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left( \frac{n \pi}{T} \right) t, \]  

(2.70)

\[ \phi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left( \frac{n \pi}{T} \right) t \]  

(2.71)

\[ H_{12} = e^{-2\gamma z} \varepsilon (\psi_1^3 + \psi_1 \phi_1^2) \]  

(2.72)

\[ H_{22} = -e^{-2\gamma z} \varepsilon (\phi_1^3 + \phi_1 \psi_1^2) \]  

(2.73)

in which,

\[ T_{2n}(z) = A_{21}(z) \sin \beta_n z + (C_{22} + B_{21}(z)) \cos \beta_n z, \]  

(2.74)

\[ \tau_{2n}(z) = A_{22}(z) \sin \beta_n z + (C_{24} + B_{22}(z)) \cos \beta_n z, \]  

(2.75)

where the constants and variables \( A_{21}, C_{22}, B_{21}, A_{22}, C_{24}, B_{22} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the second order approximation is:
\[ |u_2(t, z)|^2 = \psi_2^2 + \phi_2^2 \]  

(2.76)

### 2.4.1.4 Third order approximation

\[
i \frac{\partial u_3(t, z)}{\partial z} + \alpha \frac{\partial^2 u_3(t, z)}{\partial t^2} + \varepsilon |u_2(t, z)|^2 u_2(t, z) + i \gamma u_3(t, z) = 0, \]

\((t, z) \in (0, T) \times (0, \infty)\)  

(2.77)

with initial conditions \(u_2(t, 0) = f_1(t) + i f_2(t)\) and boundary conditions \(u_2(0, z) = u_2(T, z) = 0\). Following Appendix (A), the linear Schrodinger equation (2.77) has the following solution:

\[ u_3(t, z) = \psi_3 + i \phi_3, \]  

(2.78)

\[
\psi_3(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{3n}(z) \sin \left( \frac{n \pi}{T} t \right),
\]

(2.79)

\[
\phi_3(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{3n}(z) \sin \left( \frac{n \pi}{T} t \right)
\]

(2.80)

\[
H_{13} = e^{-2\gamma z} \varepsilon \left( \psi_2^3 + \psi_2 \phi_2^2 \right)
\]

(2.81)

\[
H_{32} = -e^{-2\gamma z} \varepsilon \left( \phi_2^3 + \phi_2 \psi_2^2 \right)
\]

(2.82)

where,

\[
T_{3n}(z) = A_{31}(z) \sin \beta_n z + (C_{32} + B_{31}(z)) \cos \beta_n z,
\]

(2.83)

\[
\tau_{3n}(z) = A_{32}(z) \sin \beta_n z + (C_{34} + B_{32}(z)) \cos \beta_n z,
\]

(2.84)

where the constants and variables \(A_{31}, C_{32}, B_{31}, A_{32}, C_{34}, B_{32}\) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the third order approximation is:

\[ |u_3(t, z)|^2 = \psi_3^2 + \phi_3^2 \]  

(2.85)

### 2.5 Case studies, Picard

To examine the proposed solution algorithm, some case studies are illustrated.
2.5.1 Case study 1

Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left( \frac{\pi}{T} t \right) \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig.(2.54) the first order approximation of \( |u^{(0)}| \) at \( \varepsilon = 0, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (M=10)

Fig. (2.55) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only one term on the series (M=1)
Fig. (2.56) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.57) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.58) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$)
Fig. (2.59) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.60) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.61) the second order approximation of $|u^{(2)}|$ at $t = 2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ and $t = 2$ for different values of $z$. 
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Fig. (2.62) the second order approximation of $|u^{(2)}|$ at $z = 5$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ and $z = 5$ for different values of $t$.

Fig. (2.63) comparison between first and second order approximations at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 5$.

Fig. (2.64) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1)
Fig. (2.65) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.66) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.67) the first order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$ and $\alpha, \rho_1, \rho_2, \gamma = 1, T = 10$ with considering only one term on the series (M=1)
Fig. (2.68) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.69) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.70) comparison between first and second order approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 5$. 
2.5.2 Case study 2

Taking the case \( f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t} \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (2.71) comparison between first and second order approximations at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, M = 10, t = 3 \).

Fig. (2.72) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only one term on the series (M=1)
Fig. (2.73) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$)

Fig. (2.74) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.75) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 
Fig. (2.76) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$)

Fig. (2.77) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$, $M = 1$ for different values of $z$.

Fig. (2.78) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$, $M = 1$ for different values of $t$. 
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Fig. (2.79)  comparison between first and second order approximations at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 2. \)

Fig. (2.80)  comparison between first and second order approximations at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, t = 3. \)

Fig. (2.81)  the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only one term on the series \( (M=1) \)
Fig. (2.82) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.  

Fig. (2.83) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.  

Fig. (2.84) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series $(M=1)$
Fig. (2.85) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$. 

Fig. (2.86) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 

Fig. (2.87) comparison between first and second order approximations at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 5$. 
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Fig. (2.88) comparison between first and second order approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 5$.

### 2.5.3 Case study 3

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (2.89) the zero order approximation of $|u^{(0)}|$ at $\varepsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$)
Fig. (2.90) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=1).

Fig. (2.91) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.92) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 
Fig. (2.93)  the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (2.94)  the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (2.95)  the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 
Fig. (2.96) comparison between first and second order approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 5$.

Fig. (2.97) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1)

Fig. (2.98) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$. 
Fig. (2.99) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.100) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$)

Fig. (2.101) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$)
Fig. (2.102) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (2.103) comparison between first and second order approximations at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, z = 4$.

Fig. (2.104) comparison between first and second order approximations at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1, t = 3$. 
2.6 Comparison between Perturbation & Picard Approximation

We are here giving both perturbation and Picard results in the same graph for some selected cases.

2.6.1 Case Study 1

Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \) where \( \rho_1 \) & \( \rho_2 \) are constants, the following selected results are obtained.

**Fig. (2.105)** comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

**Fig. (2.106)** comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 1, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).
Fig. (2.107) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

Fig. (2.108) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.02, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (2.109) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$. 
Fig. (2.110) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

Fig. (2.111) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

Fig. (2.112) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).
Fig. (2.113) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (2.114) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

### 2.6.2 Case Study 2

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin\left(\frac{\pi}{T} t\right)$ where $\rho_1$ & $\rho_2$ are constants, the following selected results are obtained.
Fig. (2.115) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (2.116) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (2.117) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$. 
Fig. (2.118) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, \ t = 3$.

Fig. (2.119) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, \ z = 5$.

Fig. (2.120) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, \ t = 3$. 
Fig. (2.121) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 4$.

Fig. (2.122) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

Fig. (2.123) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 4$. 
Fig. (2.124) comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

### 2.6.3 Case Study 3

Taking the case $f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t}$ where $\rho_1$ & $\rho_2$ are constants, the following selected results are obtained.

Fig. (2.125) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (2.126) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.
Fig. (2.127) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

2.7 T – Study

We are here examining the behavior of Perturbation method and Picard Approximation against different values of $T$ through case studies on the same graph.

2.7.1 Case Studies, Perturbation

2.7.1.1 Case study 1

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig.(2.128) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2 , \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T=10, 20$ and $60$ respectively.
Fig. (2.129) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.130) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.131) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (2.132)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.133)  the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

2.7.1.2  Case study 2
Taking the case $f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t}$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:
Fig. (2.134) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (2.135) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (2.136) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.
Fig. (2.137) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (2.138) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.

2.7.1.3 Case study 3

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left(\frac{\pi}{T} t\right)$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first, second and order approximations are got:
Fig. (2.139)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.140)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.141)  the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (2.142)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T=10, 20$ and $60$ respectively.

Fig. (2.143) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T=10, 20$ and $60$ respectively.

Fig. (2.144) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T=10, 20$ and $60$ respectively.
2.7.2 Case Studies, Picard

2.7.2.1 Case study 1

Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \) where \( \rho_1 \) \& \( \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (2.145) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.

Fig. (2.146) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.
Fig. (2.147) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.148) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (2.149) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 5$ for different values of $T = 10, 20$ and 60 respectively.
2.7.2.2  Case study 2

Taking the case \( f_1(t) = \rho_1, \ f_2(t) = \rho_2 \sin\left(\frac{\pi}{T} t\right) \) where \( \rho_1 & \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:
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Fig. (2.150)  the first order approximation of \(|u^{(1)}|\) at \( \epsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.
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Fig. (2.151)  the first order approximation of \(|u^{(1)}|\) at \( \epsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.

2.7.2.3  Case study 3

Taking the case \( f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t} \) where \( \rho_1 & \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:
Fig. (2.152) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T=10, 20$ and 60 respectively.

Fig. (2.153) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 5$ for different values of $T=10, 20$ and 60 respectively.

Fig. (2.154) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T=10, 20$ and 60 respectively.
Chapter 3  Non-Homogeneous Nonlinear Cubic Schrodinger Equations

3.0 Introduction

In this chapter, a perturbing nonlinear non-homogeneous Schrodinger equation is studied under limited time interval, complex initial conditions and zero Neumann conditions. The perturbation and Picard approximation methods together with the eigenfunction expansion and variational parameters methods are used to introduce an approximate solution for the perturbative nonlinear case for which a power series solution is proved to exist. Using Mathematica, the solution algorithm is tested through computing the possible orders of approximations. The method of solution is illustrated through case studies and figures.

In this chapter, a straightforward solution algorithm is introduced using the transformation from a complex solution to a coupled equations in two real solutions, eliminating one of the solutions to get separate independent and higher order equations, and finally introducing a perturbative approximate solution to the system.

3.1 The non-linear case

Consider the non-homogeneous non-linear Schrodinger equation:

\[ i \frac{\partial u(t,z)}{\partial z} + \alpha \frac{\partial^2 u(t,z)}{\partial t^2} + \varepsilon |u(t,z)|^2 u(t,z) + i \gamma u(t,z) = F_1(t,z) + i F_2(t,z), \quad (t,z) \in (0,T) \times (0,\infty) \]  \hspace{1cm} (3.1)

where \( u(t,z) \) is a complex valued function which is subjected to:

1. Cs.: \( u(t,0) = f_1(t) + i f_2(t) \), \hspace{1cm} (3.2)

2. Cs.: \( u(0,z) = u(T,z) = 0 \). \hspace{1cm} (3.3)

Lemma (3.1)

The solution of equation (3.1) with the constraints (3.2), (3.3) is a power series in \( \varepsilon \) if exists.
Proof

At $\varepsilon = 0$ ($u(t, z) = u_0(t, z)$), the following linear non-homogeneous equation is got:

$$i \frac{\partial u_0(t, z)}{\partial z} + \alpha \frac{\partial^2 u_0(t, z)}{\partial t^2} + i \gamma u_0(t, z) = F_1(t, z) + i F_2(t, z),$$

$(t, z) \in (0, T) \times (0, \infty)$  \hspace{1cm} (3.4)

$$u_0(t , z) = \psi_0(t , z) + i \phi_0(t , z)$$ \hspace{1cm} (3.5)

By following Appendix (A), equation (3.4) has the following solution:

$$\psi_0(t , z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{0n}(z) \sin \left(\frac{n\pi}{T}\right)t,$$ \hspace{1cm} (3.6)

$$\phi_0(t , z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{0n}(z) \sin \left(\frac{n\pi}{T}\right)t$$ \hspace{1cm} (3.7)

where $T_{0n}(z)$ and $\tau_{0n}(z)$ can be calculated as illustrated in the general linear case, (Appendix (A), equations (A.12), (A.13) respectively).

By following Pickard approximation equation (3.1) can be rewritten as:

$$i \frac{\partial u_n(t, z)}{\partial z} + \alpha \frac{\partial^2 u_n(t, z)}{\partial t^2} + i \gamma u_n(t, z)$$

$$= F_1(t, z) + i F_2(t, z) - \varepsilon |u_{n-1}(t, z)|^2 u_{n-1}(t, z), n \geq 1$$ \hspace{1cm} (3.8)

At $n = 1$, the iterative equation takes the form

$$i \frac{\partial u_1(t, z)}{\partial z} + \alpha \frac{\partial^2 u_1(t, z)}{\partial t^2} + i \gamma u_1(t, z)$$

$$= F_1(t, z) + i F_2(t, z) - \varepsilon |u_0(t, z)|^2 u_0(t, z) = \varepsilon k_1(t , z)$$ \hspace{1cm} (3.9)

which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:

$$\psi_1(t , z) = e^{-\gamma z} \sum_{n=0}^{\infty} (T_{0n}(z) + \varepsilon T_{1n}(z)) \sin \left(\frac{n\pi}{T}\right)t,$$ \hspace{1cm} (3.10)
\[
\phi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} (\tau_0(z) + \varepsilon \tau_1(z)) \sin \left(\frac{n \pi}{T}\right) t, \quad (3.11)
\]

\[
u_1(t, z) = \psi_1(t, z) + i \phi_1(t, z), \quad (3.12)
\]

\[
u_1^{(0)} = \varepsilon \nu_1^{(1)}, \quad (3.13)
\]

where \( \nu_1^{(0)} = u_0 \).

At \( n = 2 \), the following equation is obtained:

\[
i \frac{\partial u_2(t, z)}{\partial z} + \alpha \frac{\partial^2 u_2(t, z)}{\partial t^2} + i \gamma u_2(t, z) = F_1(t, z) + i F_2(t, z) - \varepsilon |u_1(t, z)|^2 u_1(t, z) = \varepsilon k_2(t, z) \quad (3.14)
\]

which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:

\[
u_2(t, z) = \nu_2^{(0)} + \varepsilon \nu_2^{(1)} + \varepsilon^2 \nu_2^{(2)} + \varepsilon^3 \nu_2^{(3)} + \varepsilon^4 \nu_2^{(4)}, \quad (3.15)
\]

where \( \nu_1^{(0)} = u_0 \). Continuing like this, one can get:

\[
u_n(t, z) = \nu_n^{(0)} + \varepsilon \nu_n^{(1)} + \varepsilon^2 \nu_n^{(2)} + \varepsilon^3 \nu_n^{(3)} + \ldots + \varepsilon^m(n) \nu_n^{m(n)} \quad (3.16)
\]

where \( m(n) \) is an increasing polynomial in \( n \). As \( n \to \infty \), the solution (if exists) can be reached as \( \nu(t, z) = \lim_{n \to \infty} \nu_n(t, z) \). Accordingly the solution is a power series in \( \varepsilon \).

According to the previous lemma 3.1, one can assume the solution of equation (3.2) as the following:

\[
u(t, z) = \sum_{n=0}^{\infty} \varepsilon^n \nu_n(t, z) \quad (3.17)
\]

Let \( \nu(t, z) = \psi(t, z) + i \phi(t, z), \psi, \phi: \) are real valued functions. The following coupled equations are got:

\[
\frac{\partial \phi(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi(t, z)}{\partial t^2} + \varepsilon (\psi^2 + \phi^2) \psi - \gamma \phi - F_1(t, z), \quad (3.18)
\]

\[
\frac{\partial \psi(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi(t, z)}{\partial t^2} - \varepsilon (\psi^2 + \phi^2) \phi - \gamma \psi + F_2(t, z), \quad (3.19)
\]

where \( \psi(t, 0) = f_1(t), \phi(t, 0) = f_2(t), \) and all corresponding other I.Cs. and B.Cs. are zeros.
As a third order perturbation solution, one can assume that:

\[
\psi(t, z) = \psi_0 + \varepsilon \psi_1 + \varepsilon^2 \psi_2 + \varepsilon^3 \psi_3, \quad (3.20)
\]

\[
\phi(t, z) = \phi_0 + \varepsilon \phi_1 + \varepsilon^2 \phi_2 + \varepsilon^3 \phi_3, \quad (3.21)
\]

Where \(\psi_0(t, 0) = f_1(t)\), \(\phi_0(t, 0) = f_2(t)\), and all other corresponding I.Cs. and B.Cs. are zeros.

Substituting from equations (3.20) and (3.21) into equations (3.18) and (3.19) and then equating the equal powers of \(\varepsilon\), one can get the following set of coupled equations:

\[
\frac{\partial \phi_0(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_0(t, z)}{\partial t^2} - \gamma \phi_0 - F_1(t, z),
\]

\[
\frac{\partial \psi_0(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_0(t, z)}{\partial t^2} - \gamma \psi_0 + F_2(t, z),
\]

\[
\frac{\partial \phi_1(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_1(t, z)}{\partial t^2} - \gamma \phi_1 + (\psi_0^3 + \psi_0 \phi_0^2),
\]

\[
\frac{\partial \psi_1(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_1(t, z)}{\partial t^2} - \gamma \psi_1 - (\phi_0^3 + \phi_0 \psi_0^2),
\]

\[
\frac{\partial \phi_2(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_2(t, z)}{\partial t^2} - \gamma \phi_2 + (3\psi_0^2 \psi_1 + 2\psi_0 \phi_0 \phi_1 + \psi_1 \phi_0^2),
\]

\[
\frac{\partial \psi_2(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_2(t, z)}{\partial t^2} - \gamma \psi_2 - (3\phi_0^2 \phi_1 + 2\phi_0 \psi_0 \psi_1 + \phi_1 \psi_0^2),
\]

\[
\frac{\partial \phi_3(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_3(t, z)}{\partial t^2} - \gamma \phi_3 + (3\psi_1^2 \psi_0 + 3\psi_0^2 \psi_2 + \psi_2 \phi_0^2 + 2\psi_1 \phi_0 \phi_1 + \psi_0 \phi_1^2 + 2\psi_0 \phi_0 \phi_2)
\]

\[
\frac{\partial \psi_3(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_3(t, z)}{\partial t^2} - \gamma \psi_3 - (3\phi_1^2 \phi_0 + 3\phi_0^2 \phi_2 + \phi_2 \psi_0^2 + 2\phi_1 \psi_0 \psi_1 + \phi_0 \psi_1^2 + 2\phi_0 \psi_0 \psi_2)
\]
and so on. The prototype equations to be solved are:

\[ \frac{\partial \phi_i(t,z)}{\partial z} = \alpha \frac{\partial^2 \psi_i(t,z)}{\partial t^2} + G_{1i}, \quad i \geq 1 \quad (3.30) \]

\[ \frac{\partial \psi_i(t,z)}{\partial z} = \alpha \frac{\partial^2 \phi_i(t,z)}{\partial t^2} + G_{2i}, \quad i \geq 1 \quad (3.31) \]

where \( \psi_i(t,0) = \delta_{i,0}f_1(t) \), \( \phi_i(t,0) = \delta_{i,0}f_2(t) \), and all other corresponding conditions are zeros. \( G_{1i}, G_{2i} \) are functions to be computed from previous steps.

By following the solution algorithm described in Appendix (A) for the linear case, the following final results are obtained.

### 3.2 The order of approximations

The following final expressions can be used to obtain different order of approximations.

#### 3.2.1 The zero order approximation

The zero order approximation is the linear case illustrated in Appendix (A).

#### 3.2.2 The first order approximation

\[ u_1(t,z) = u_0(t,z) + \varepsilon \left( \psi_1(t,z) + i \phi_1(t,z) \right) \quad (3.32) \]

Following Appendix (A), for \( n=1 \), we can find that:

\[ \psi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t \quad (3.33) \]

\[ \phi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t \quad (3.34) \]

From equations (3.24) and (3.25), we can see that:

\[ G_{11} = e^{-2\gamma z}(\psi_0^3 + \psi_0 \phi_0^2) \quad (3.35) \]

\[ G_{21} = e^{-2\gamma z}(-\phi_0^3 - \phi_0 \psi_0^2) \quad (3.36) \]
in which
\[ T_{1n}(z) = A_{11}(z) \sin \beta_n z + (C_{12} + B_{11}(z)) \cos \beta_n z, \quad (2.37) \]
\[ \tau_{1n}(z) = A_{12}(z) \sin \beta_n z + (C_{14} + B_{12}(z)) \cos \beta_n z, \quad (2.38) \]

where \( C_{12} = -B_{11}(0) \) and \( C_{14} = -B_{12}(0) \). The rest constants \( A_{11}, B_{11}, A_{12}, B_{12} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the zero order approximation can be got using
\[ |u_1(t, z)|^2 = |u_0(t, z)|^2 + 2\varepsilon(\psi_0\psi_1 + \phi_0\phi_1) + \varepsilon^2(\psi_1^2 + \phi_1^2) \quad (3.39) \]

3.2.3 The second order approximation

\[ u_2(t, z) = u_1(t, z) + \varepsilon^2\left(\psi_2(t, z) + i\phi_2(t, z)\right) \quad (3.40) \]

By following Appendix (A), for \( n=2 \), we can find that:
\[ \psi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left(\frac{n \pi}{T}\right)t \quad (3.41) \]
\[ \phi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left(\frac{n \pi}{T}\right)t \quad (3.42) \]

From equations (3.26) and (3.27), we can see that:
\[ G_{12} = e^{-2\gamma z}(3\psi_0^2\psi_1 + 2\psi_0\phi_0\phi_1 + \psi_1\phi_0^2) \quad (3.43) \]
\[ G_{22} = e^{-2\gamma z}(-3\phi_0^2\phi_1 - 2\phi_0\psi_0\psi_1 - \phi_1\psi_0^2) \quad (3.44) \]

in which
\[ T_{2n}(z) = A_{21}(z) \sin \beta_n z + (C_{22} + B_{21}(z)) \cos \beta_n z, \quad (2.45) \]
\[ \tau_{2n}(z) = A_{22}(z) \sin \beta_n z + (C_{24} + B_{22}(z)) \cos \beta_n z, \quad (2.46) \]

where \( C_{22} = -B_{21}(0) \) and \( C_{24} = -B_{22}(0) \). The rest constants \( A_{21}, B_{21}, A_{22}, B_{22} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the zero order approximation can be got using
\[ |u_2(t,z)|^2 = |u_1(t,z)|^2 + 2\varepsilon^2(\psi_0\psi_2 + \phi_0\phi_2) + 2\varepsilon^3(\psi_1\psi_2 + \phi_1\phi_2) + \varepsilon^4(\psi_2^2 + \phi_2^2) \]  

(3.47)

3.3 Case Studies

To examine the proposed solution algorithm, some case studies are illustrated.

3.3.1 Case study 1

Taking the case \( F_1(t,z) = \rho_1, F_2(t,z) = 0 \) and \( f_1(t) = 0, f_2(t) = 0 \), \( \rho_1 \) is constant and following the algorithm, the following selected results for the first and second order approximations are got:
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Fig. (3.1) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1 = 1, T = 10 \) with considering only one term on the series (M=1).
Fig. (3.2) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.3) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.4) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$. 
Fig. (3.5) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (3.6) the second order approximation of $|u^{(2)}|$ at $\epsilon = 1, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (3.7) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$. 
Fig. (3.8) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.9) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1, z = 3$.

Fig. (3.10) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\rho_1 = 1, T = 10, M = 1, t = 3$.
Note: we calculated till second order only taking $M=1$ for both first order and second order and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.2 Case study 2

Taking the case $F_1(t,z) = \rho_1 \sin \left( \frac{m\pi}{T} t \right)$, $F_2(t,z) = 0$ and $f_1(t) = 0$, $f_2(t) = 0$, $\rho_1$ is constant and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.11) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.12) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$. 
Fig. (3.13) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.14) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.15) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$. 
Fig. (3.16) The second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.17) Comparison between first and second approximations at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1, z = 3$.

Fig. (3.18) Comparison between first and second approximations at $\epsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1, t = 4$. 
Note: we calculated till second order only taking $M=1$ for $\gamma = 0$ and $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.3 Case study 3

Taking the case $F_1(t, z) = \rho_1 e^{-t}, F_2(t, z) = 0$ and $f_1(t) = 0, f_2(t) = 0$, $\rho_1$ is constant and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.19) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series ($M=1$)

Fig. (3.20) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series ($M=1$)
Fig. (3.21) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.22) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.23) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10$ with considering only one term on the series (M=1)
Fig. (3.24) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.25) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.26) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1, z = 3$.
3.27 comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1, t = 4$.

Note: we calculated till second order only taking $M=1 \gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.4 Case study 4

Taking the case $F_1(t,z) = \rho_1$, $F_2(t,z) = 0$ and $f_1(t) = \rho_2 e^{-t}$, $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.28) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).
Fig. (3.29) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (3.30) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.31) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 


Fig. (3.32) comparison between first and second approximations at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1 \), \( T = 10, \ M = 1, \ z = 3 \).

Note: we calculated till second order only taking \( M = 1 \) for \( \gamma = 1 \) for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.5 Case study 5

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m\pi}{T} \right) t \), \( F_2(t, z) = 0 \) and \( f_1(t) = \rho_2, \ f_2(t) = 0 \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm, the following selected result for the first and second order approximations are got:
Fig. (3.34) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.35) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (3.36) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (3.37) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (3.38) comparison between first and second approximation at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$.

Fig. (3.39) comparison between first and second approximation at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 4$.

Note: we calculated till second order only taking $M=1$ for $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.
3.3.6 Case study 6

Taking the case $F_1(t,z) = \rho_1 e^{-\tau}, F_2(t,z) = 0$ and $f_1(t) = \rho_2 e^{-\tau}, f_2(t) = 0$ where $\rho_1 \& \rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

![First order approximation](image1)

Fig. (3.40) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

![Second order approximation](image2)

Fig. (3.41) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (3.42) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (3.43) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (3.44) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$. 
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Fig. (3.45) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, \ T = 10, \ t = 4$.

Note: we calculated till second order only taking M=1 for $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.7 Case study 7

Taking the case $F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right) t$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 e^{-t}$, $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.46) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, \ T = 10$ with considering only one term on the series (M=1).
Fig. (3.47) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.48) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.49) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$. 
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Fig. (3.50) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

**Note:** we calculated till second order only taking $M=1$ for $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

### 3.3.8 Case study 8

Taking the case $F_1(t,z) = \rho_1$, $F_2(t,z) = 0$ and $f_1(t) = \rho_2 \sin \left( \frac{m \pi}{T} \right) t$, $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.51) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).
Fig. (3.52) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (3.53) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.54) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (3.55) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (3.56) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (3.57) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$. 
Fig. (3.58) comparison between first and second approximations at \( \epsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).

Fig. (3.59) the second order approximation of \( |u^{(2)}| \) at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (M=10).

Fig. (3.60) comparison between first and second approximation at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 3 \).
Fig. (3.61) comparison between zero, first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 3$.

**Note:** we calculated till second order only taking $M=10$ and $M=1$ for $\gamma = 0$ and $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

### 3.3.9 Case study 9

Taking the case $F_1(t, z) = \rho_1 e^{-t}$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin\left(\frac{m\pi}{T}\right) t$, $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.62) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).
Fig. (3.63) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $
olimits\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.64) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $
olimits\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.65) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $
olimits\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$. 
Fig. (3.66) comparison between zero, first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 4$.

Note: we calculated till second order only taking $M=1$ for $\gamma = 1$ for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.3.10 Case study 10

Taking the case $F_1(t, z) = \rho_1 \sin \left(\frac{m \pi}{T} t \right)$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin \left(\frac{m \pi}{T} t \right)$, $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.67) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series $(M=10)$.
Fig. (3.68) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (3.69) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (3.70) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 3$. 
Fig. (3.71) comparison between zero, first and second approximations at
\( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1 \), \( T = 10 \), \( t = 4 \).

Note: we calculated till second order only taking \( M=1 \) for \( \gamma = 1 \) for both first order and second order respectively and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.4 Picard Approximation

To validate our previous results, in the absence of the exact solution, let us follow another approximation technique. The Picard approximation is considered in this section.

Solving equation (3.1) with the same conditions (3.2) and (3.3) and following the Picard algorithm which puts the nonlinear terms in the right hand side of the equation evaluated at the previous step, which means that we solve the linear case iteratively.

Let \( u(t,z) = \psi(t,z) + i \phi(t,z) \), \( \psi \), \( \phi \): are real valued functions. The following coupled equations are got:

\[
\frac{\partial \phi(t,z)}{\partial z} = \alpha \frac{\partial^2 \psi(t,z)}{\partial t^2} + \varepsilon(\psi^2 + \phi^2)\psi - \gamma \phi - F_1(t,z) \tag{3.48}
\]

\[
\frac{\partial \psi(t,z)}{\partial z} = -\alpha \frac{\partial^2 \phi(t,z)}{\partial t^2} - \varepsilon(\psi^2 + \phi^2)\phi - \gamma \phi + F_2(t,z) \tag{3.49}
\]

Where \( \psi(t,0) = f_1(t) \), \( \phi(t,0) = f_2(t) \), and all corresponding other I.C. and B.C. are zeros.

\[
\frac{\partial \phi_i(t,z)}{\partial z} = \alpha \frac{\partial^2 \psi_i(t,z)}{\partial t^2} + H_{1i} , \quad i \geq 1 \tag{3.50}
\]
\[
\frac{\partial \psi_i(t,z)}{\partial z} = \alpha \frac{\partial^2 \phi_i(t,z)}{\partial t^2} + H_{2i}, \quad i \geq 1
\]  
(3.51)

where \( \psi_i(t,0) = f_1(t) \), \( \phi_i(t,0) = f_2(t) \), and all other corresponding conditions are zeros. \( H_{1i}, H_{2i} \) are functions to be computed from previous steps.

### 3.4.1 Picard order of approximations

#### 3.4.1.1 Zero order approximation

The zero order approximation is the linear case illustrated in Appendix (A).

#### 3.4.1.2 First order approximation

\[
i \frac{\partial u_1(t,z)}{\partial z} + \alpha \frac{\partial^2 u_1(t,z)}{\partial t^2} + \varepsilon |u_0(t,z)|^2 u_0(t,z) + i \gamma u_1(t,z) \\
= F_1(t,z) + i F_2(t,z), (t,z) \in (0,T) \times (0,\infty)
\]

(3.52)

With initial conditions \( u_1(t,0) = f_1(t) + i f_2(t) \) and boundary conditions \( u_1(0,z) = u_1(T,z) = 0 \). Following Appendix (A), the linear Schrödinger equation (3.52) has the following solution:

\[
u_1(t,z) = \psi_1 + i \phi_1
\]

(3.53)

\[
\psi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} t \right)
\]

(3.54)

\[
\phi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} t \right)
\]

(3.55)

\[
H_{11} = -e^{\gamma z} F_1(t,z) + e^{-2\gamma z} \varepsilon (\psi_0^3 + \psi_0 \phi_0^2)
\]

(3.56)

\[
H_{21} = e^{\gamma z} F_2(t,z) - e^{-2\gamma z} \varepsilon (\phi_0^3 + \phi_0 \psi_0^2)
\]

(3.57)

in which

\[
T_{1n}(z) = A_{11}(z) \sin \beta_n z + (C_{12} + B_{11}(z)) \cos \beta_n z,
\]

(2.58)

\[
\tau_{1n}(z) = A_{12} \sin \beta_n z + (C_{14} + B_{12}(z)) \cos \beta_n z,
\]

(2.59)
Where the constants and variables $A_{11}, C_{12}, B_{11}, A_{12}, C_{14}, B_{12}$ can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the first order approximation is:

$$|u_1(t, z)|^2 = \psi_1^2 + \phi_1^2 \quad (3.60)$$

### 3.4.1.3 Second order approximation

The absolute value of the second order approximation is:

$$|u_2(t, z)|^2 = \psi_2^2 + \phi_2^2 \quad (3.60)$$

The absolute value of the second order approximation is:

$$|u_2(t, z)|^2 = \psi_2^2 + \phi_2^2 \quad (3.60)$$

### 3.4.1.3 Second order approximation

$$i \frac{\partial u_2(t, z)}{\partial z} + \alpha \frac{\partial^2 u_2(t, z)}{\partial t^2} + \varepsilon |u_1(t, z)|^2 u_1(t, z) + i \gamma u_2(t, z)$$

$$= F_1(t, z) + i F_2(t, z), (t, z) \in (0, T) \times (0, \infty) \quad (3.61)$$

with initial conditions $u_2(t, 0) = f_1(t) + i f_2(t)$ and boundary conditions $u_2(0, z) = u_2(T, z) = 0$. Following Appendix (A), the linear Schrodinger equation (3.61) has the following solution:

$$u_2(t, z) = \psi_2 + i \phi_2 \quad (3.62)$$

By following Appendix (A), for $n=2$, we can find that:

$$\psi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left( \frac{n \pi}{T} t \right) \quad (3.63)$$

$$\phi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left( \frac{n \pi}{T} t \right) \quad (3.64)$$

$$H_{12} = -e^{\gamma z} F_1(t, z) + e^{-2\gamma z} \varepsilon (\psi_1^3 + \psi_1 \phi_1^2) \quad (3.65)$$

$$H_{22} = e^{\gamma z} F_2(t, z) - e^{-2\gamma z} \varepsilon (\phi_1^3 + \phi_1 \psi_1^2) \quad (3.66)$$

in which

$$T_{2n}(z) = A_{21}(z) \sin \beta_n z + (C_{22} + B_{21}(z)) \cos \beta_n z, \quad (2.67)$$

$$\tau_{2n}(z) = A_{22} \sin \beta_n z + (C_{24} + B_{22}(z)) \cos \beta_n z, \quad (2.68)$$

where the constants and variables $A_{21}, C_{22}, B_{21}, A_{22}, C_{24}, B_{22}$ can be calculated in similar manner as illustrated in Appendix A.

The absolute value of the second order approximation is:
\[ |u_2(t, z)|^2 = \psi_2^2 + \phi_2^2 \]  \hspace{1cm} (3.69)

### 3.5 Case Studies, Picard

To examine the proposed solution algorithm, some case studies are illustrated.

#### 3.5.1 Case study 1

Taking the case \( F_1(t, z) = \rho_1 e^{-t}, F_2(t, z) = 0 \) and \( f_1(t) = 0, f_2(t) = 0, \rho_1 \) is constant and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

![Graph](image1)

**Fig. (3.72)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1 = 1, T = 10 \) with considering only one term on the series (M=1).

![Graph](image2)

**Fig. (3.73)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1 = 1, T = 10 \) with considering only one term on the series (M=1).
Fig. (3.74) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (3.75) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of $t$.

Note: we calculated till first order at $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.5.2 Case study 2

Taking the case $F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right) t, F_2(t, z) = 0$ and $f_1(t) = 0, f_2(t) = 0$, $\rho_1$ is constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:
Fig. (3.76) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1 = 1$, $T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.77) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1 = 1$, $T = 10$ with considering only one term on the series ($M=1$).

Fig. (3.78) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1 = 1$, $T = 10$, $M = 1$ for different values of $z$. 
Fig. (3.79) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1 = 1, T = 10, M = 1$ for different values of t.

Note: we calculated till first order at $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

3.5.3 Case study 3

Taking the case $F_1(t, z) = \rho_1, F_2(t, z) = 0$ and $f_1(t) = \rho_2, f_2(t) = 0$ where $\rho_1 \& \rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

Fig. (3.80) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).
Fig. (3.81) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (3.82) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=10$).

Fig. (3.83) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (3.84) comparison between first and second approximations at $\epsilon = 0.002$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 20$.

Fig. (3.85) comparison between first and second approximations at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 4$.

### 3.5.4 Case study 4

Taking the case $F_1(t, z) = \rho_1 e^{-t}$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 e^{-t}$, $f_2(t) = 0$ where $\rho_1 \& \rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:
Fig. (3.86) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (3.87) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $z$.

Fig. (3.88) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $t$.

Note: we calculated till first order at $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.
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3.5.5 Case study 5

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} t \right), F_2(t, z) = 0 \) and \( f_1(t) = \rho_2 e^{-t}, f_2(t) = 0 \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

Fig. (3.89) the second order approximation of \( |u^{(2)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 1, M = 10 \) for different values of \( t \).

Fig. (3.90) the second order approximation of \( |u^{(2)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 1, M = 10 \) for different values of \( t \).

Fig. (3.91) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only one term on the series (M=1).
Fig. (3.92) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $z$.

Fig. (3.93) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $t$.

3.5.6 Case study 6

Taking the case $F_1(t, z) = \rho_1, F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin \left( \frac{m\pi}{T} \right) t, f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:
Fig. (3.94) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series $(M=1)$.

Fig.(3.95) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series $(M=1)$.

Fig.(3.96) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $t$. 124
Fig.(3.97) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 20$.

Fig.(3.98) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 4$.

Fig.(3.99) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$ with considering only one term on the series (M=1).
Fig. (3.100) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $z$.

Fig.(3.101) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $t$.

3.5.7 Case study 7

Taking the case $F_1(t, z) = \rho_1 e^{-t}, F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin \left(\frac{m \pi}{T} \right) t$ , $f_2(t) = 0$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:
Fig.(3.102) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig.(3.103) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $z$.

Fig.(3.104) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 1, M = 1$ for different values of $t$. 
3.6 Comparison between Perturbation & Picard Approximation

We are here giving both perturbation method and Picard approximation results in the same graph for some selected cases to compare between the two methods.

3.6.1 Case study 1

Taking the case $F_1(t, z) = \rho_1$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2, f_2(t) = 0$, the following results are obtained.

Fig. (3.105) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.106) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.107) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$. 
Fig. (3.108)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

Fig. (3.109)  comparison between Picard approximation and Perturbation method for second order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.110)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$. 
Fig. (3.111) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.112) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

3.6.2 Case study 2

Taking the case $F_1(t, z) = \rho_1 e^{-t}$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2, f_2(t) = 0$, the following results are obtained.

Fig. (3.113) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$. 
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Fig. (3.114) comparison between Picard approximation and Perturbation method for first order at \( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

Fig. (3.115) comparison between Picard approximation and Perturbation method for first order at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).

Fig. (3.116) comparison between Picard approximation and Perturbation method for first order at \( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).

3.6.3 Case study 3

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right) t, F_2(t, z) = 0 \) and \( f_1(t) = \rho_2, f_2(t) = 0 \), the following results are obtained.
Fig. (3.117) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.118) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

### 3.6.4 Case study 4

Taking the case $F_1(t,z) = \rho_1 e^{-t}$, $F_2(t,z) = 0$ and $f_1(t) = \rho_2 e^{-t}, f_2(t) = 0$, the following results are obtained.

Fig. (3.119) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$. 
3.6.5 Case study 5

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right) t, \ F_2(t, z) = 0 \) and \( f_1(t) = \rho_2 e^{-t}, f_2(t) = 0 \), the following results are obtained.

\[
F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right) t, \quad F_2(t, z) = 0, \quad f_1(t) = \rho_2 e^{-t}, \quad f_2(t) = 0
\]
3.6.6 Case study 6

Taking the case $F_1(t, z) = \rho_1 e^{-t}$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin \left( \frac{m \pi}{T} \right) t$, $f_2(t) = 0$, the following results are obtained.

Fig. (3.123) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (3.124) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

3.6.7 Case study 7

Taking the case $F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} \right)$, $F_2(t, z) = 0$ and $f_1(t) = \rho_2 \sin \left( \frac{m \pi}{T} \right) t$, $f_2(t) = 0$, the following results are obtained.
Fig. (3.125) comparison between Picard approximation and Perturbation method for first order at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

Fig. (3.126) comparison between Picard approximation and Perturbation method for first order at \( \varepsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).

3.7 T–Study

We are here examining the behavior of Perturbation method and Picard Approximation against different values of T through case studies on the same graph.

3.7.1 Case Studies, Perturbation

3.7.1.1 Case study 1

Taking the case \( F_1(t, z) = \rho_1, F_2(t, z) = 0, f_1(t) = \rho_2, f_2(t) = 0 \) and following the algorithm, the following selected results for the first and second order approximations are got:
Fig.(3.127) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.128) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.129) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and $60$ respectively.
Fig. (3.130) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.131) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.132) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.
3.7.1.2 Case study 2

Taking the case  $F_1(t, z) = \sin\left(\frac{m \pi}{T} t\right)$, $F_2(t, z) = 0$, $f_1(t) = \rho_2$, $f_2(t) = 0$ and following the algorithm, the following selected results for the first and second order approximations are got:
Fig. (3.135) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.136) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.137) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.
Fig. (3.138) the second order approximation of $|u^{(2)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

### 3.7.1.3 Case study 3

Taking the case $F_1(t,z) = \rho_1 e^{-t}$, $F_2(t,z) = 0, f_1(t) = \rho_2 e^{-t}, f_2(t) = 0$ and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (3.139) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (3.140) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.141) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.142) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.
3.7.1.4 Case study 4

Taking the case \( F_1(t,z) = \rho_1 \sin\left(\frac{m \pi T}{t} t\right), F_2(t,z) = 0, f_1(t) = \rho_2 e^{-t}, f_2(t) = 0 \) and following the algorithm, the following selected results for the first and second order approximations are got:

![Graph](image)

Fig. (3.143) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.

![Graph](image)

Fig. (3.144) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.
Fig. (3.145) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.146) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

3.7.1.5 Case study 5

Taking the case $F_1(t,z) = \rho_1 e^{-t}, F_2(t,z) = 0, f_1(t) = \rho_2 \sin \left(\frac{m \pi}{T} t \right), f_2(t) = 0$ and following the algorithm, the following selected results for the first and approximation are got:
Fig. (3.147) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.148) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.149) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and 60 respectively.
3.7.1.6 Case study 6

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} t \right), F_2(t, z) = 0, f_1(t) = \rho_2 \sin \left( \frac{m \pi}{T} t \right), f_2(t) = 0 \) and following the algorithm, the following selected results for the first approximation are got:

![Graph](image)

Fig. (3.150) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 6 \) for different values of \( T = 10, 20 \) and 60 respectively.
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Fig. (3.151) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.

3.7.1.7 Case study 7

Taking the case \( F_1(t, z) = \rho_1, F_2(t, z) = 0, f_1(t) = 0, f_2(t) = 0 \) and following the algorithm, the following selected results for the first and second order approximations are got:
Fig. (3.152) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.153) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (3.154) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.
3.7.2 Case Studies, Picard

3.7.2.1 Case study 1

Taking the case \( F_1(t, z) = \rho_1, F_2(t, z) = 0, f_1(t) = \rho_2, f_2(t) = 0 \) and following the algorithm, the following selected result for the first and second order approximations are got:

Fig. (3.155) the second order approximation of \( |u^{(2)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.

Fig. (3.156) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.
Fig. (3.157) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.158) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.002$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.159) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (3.160) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

### 3.7.2.2 Case study 2

Taking the case $F_1(t, z) = \rho_1 e^{-t}, F_2(t, z) = 0, f_1(t) = \rho_2, f_2(t) = 0$ and following the algorithm, the following selected results for the first approximation are got:

Fig. (3.161) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and $60$ respectively.
Fig. (3.162) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

### 3.7.2.3 Case study 3

Taking the case $F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} t \right)$, $F_2(t, z) = 0$, $f_1(t) = \rho_2$, $f_2(t) = 0$ and following the algorithm, the following selected results for the first approximation are got:

Fig. (3.163) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 4$ for different values of $T = 10, 20$ and 60 respectively.
3.7.2.4 Case study 4

Taking the case \( F_1(t, z) = \rho_1 \sin \left( \frac{m \pi}{T} t \right), F_2(t, z) = 0, f_1(t) = \rho_2 e^{-t}, f_2(t) = 0 \) and following the algorithm, the following selected results for the first approximation are got:

Fig. (3.165) the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 6 \) for different values of \( T = 10, 20 \) and 60 respectively.
3.7.2.5 Case study 5

Taking the case \( F_1(t, z) = \rho_1 e^{-t}, F_2(t, z) = 0, f_1(t) = \rho_2 \sin\left(\frac{m \pi}{T} t\right), f_2(t) = 0 \) and following the algorithm, the following selected results for the first approximation are got:

Fig. (3.167) the first order approximation of \(|u^{(1)}|\) at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 6 \) for different values of \( T = 10, 20 \) and 60 respectively.
the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Taking the case $F_1(t,z) = \rho_1 \sin \left( \frac{mn}{T} t \right), F_2(t,z) = \rho_1, f_1(t) = \rho_2 \sin \left( \frac{m\pi}{T} t \right), f_2(t) = 0$ and following the algorithm, the following selected results for the first approximation are got:
Fig. (3.170) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (3.171) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T = 10, 20$ and 60 respectively.
4.0 Introduction

In this chapter, a perturbing nonlinear quintic homogeneous Schrodinger equation is studied under limited time interval, complex initial conditions and zero Neumann conditions. The perturbation and Picard approximation methods together with the eigenfunction expansion and variational parameters methods are used to introduce an approximate solution for the perturbative nonlinear case for which a power series solution is proved to exist. Using Mathematica, the solution algorithm is tested through computing the possible orders of approximations. The method of solution is illustrated through case studies and figures.

4.1 The non-linear case

Consider the homogeneous non-linear Schrodinger equation:

\[
i \frac{\partial u(t, z)}{\partial z} + \alpha \frac{\partial^2 u(t, z)}{\partial t^2} + \varepsilon |u(t, z)|^4 u(t, z) + i \gamma u(t, z) = 0,
\]

\((t, z) \in (0, T) \times (0, \infty)\) \hspace{1cm} (4.1)

where \(u(t, z)\) is a complex valued function which is subjected to:

1. Cs.: \(u(t, 0) = f_1(t) + i f_2(t),\) \hspace{1cm} (4.2)

B. Cs.: \(u(0, z) = u(T, z) = 0.\) \hspace{1cm} (4.3)

Lemma 4.1

the solution of equation (4.1) with the constraints (4.2), (4.3) is a power series in \(\varepsilon\) if exists.

Proof

At \(\varepsilon = 0\) \((u(t, z) = u_0(t, z))\), the following linear homogeneous equation is got:

\[
i \frac{\partial u_0(t, z)}{\partial z} + \alpha \frac{\partial^2 u_0(t, z)}{\partial t^2} + i \gamma u_0(t, z) = 0, \hspace{0.5cm} (t, z) \in (0, T) \times (0, \infty) \hspace{1cm} (4.4)
\]
\[ u_0(t,z) = \psi_0(t,z) + i \phi_0(t,z) \] (4.5)

By following Appendix (A), the linear Schrodinger equation (4.4) has the following solution:

\[ \psi_0(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{0n}(z) \sin \left( \frac{n \pi}{T} \right) t, \] (4.6)

\[ \phi_0(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{0n}(z) \sin \left( \frac{n \pi}{T} \right) t \] (4.7)

Where \( T_{0n}(z) \) and \( \tau_{0n}(z) \) can be calculated as illustrated in the general linear case, (Appendix (A), equations (A.12), (A.13) respectively).

By following Pickard approximation equation (4.1) can be rewritten as:

\[
 i \frac{\partial u_n(t,z)}{\partial z} + \alpha \frac{\partial^2 u_n(t,z)}{\partial t^2} + i \gamma u_n(t,z) = -\varepsilon |u_{n-1}(t,z)|^4 u_{n-1}(t,z), n \geq 1
\] (4.8)

at \( n = 1 \), the iterative equation takes the form

\[
 i \frac{\partial u_1(t,z)}{\partial z} + \alpha \frac{\partial^2 u_1(t,z)}{\partial t^2} + i \gamma u_1(t,z) = -\varepsilon |u_0(t,z)|^4 u_0(t,z) = \varepsilon k_1(t,z)
\] (4.9)

which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:

\[ \psi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \left( T_{0n}(z) + \varepsilon T_{1n}(z) \right) \sin \left( \frac{n \pi}{T} \right) t, \] (4.10)

\[ \phi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \left( \tau_{0n}(z) + \varepsilon \tau_{1n}(z) \right) \sin \left( \frac{n \pi}{T} \right) t, \] (4.11)

\[ u_1(t,z) = \psi_1(t,z) + i \phi_1(t,z), \] (4.12)

\[ = u_1^{(0)} + \varepsilon u_1^{(1)}, \] (4.13)

where \( u_1^{(0)} = u_0 \).
At $n = 2$, the following equation is obtained:

$$
\begin{align*}
\frac{i}{\partial z} \frac{\partial u_2(t, z)}{\partial z} + \alpha \frac{\partial^2 u_2(t, z)}{\partial t^2} + i \gamma u_2(t, z) &= -\varepsilon |u_1(t, z)|^4 u_1(t, z) \\
&= \varepsilon k_2(t, z)
\end{align*}
$$

(4.14)

which can be solved as a linear case with zero initial and boundary conditions. The following general solution can be obtained:

$$
\begin{align*}
u_2(t, z) &= u_2^{(0)} + \varepsilon u_2^{(1)} + \varepsilon^2 u_2^{(2)} + \varepsilon^3 u_2^{(3)} + \varepsilon^4 u_2^{(4)},
\end{align*}

(4.15)

where $u_2^{(0)} = u_0$. Continuing like this, one can get:

$$
\begin{align*}
u_n(t, z) &= u_n^{(0)} + \varepsilon u_n^{(1)} + \varepsilon^2 u_n^{(2)} + \varepsilon^3 u_n^{(3)} + \ldots + \varepsilon^m(n) u_n^{ m(n)}. 
\end{align*}

(4.16)

where $m(n)$ is an increasing polynomial in $n$. As $n \to \infty$, the solution (if exists) can be reached as $u(t, z) = \lim_{n \to \infty} u_n(t, z)$. Accordingly the solution is a power series in $\varepsilon$.

According to the previous lemma (4.1), one can assume the solution of equation (4.1) as the following:

$$
u(t, z) = \sum_{n=0}^{\infty} \varepsilon^n u_n(t, z)
$$

(4.17)

Let $u(t, z) = \psi(t, z) + i \phi(t, z), \psi, \phi$: are real valued functions. The following coupled equations are got:

$$
\begin{align*}
\frac{\partial \phi(t,z)}{\partial z} &= -\varepsilon \frac{\partial^2 \psi(t,z)}{\partial t^2} + \psi^2 + \phi^2 \psi - \gamma \phi,
\end{align*}

(4.18)

$$
\begin{align*}
\frac{\partial \psi(t,z)}{\partial z} &= -\varepsilon \frac{\partial^2 \phi(t,z)}{\partial t^2} - \psi^2 + \phi^2 \phi - \gamma \psi,
\end{align*}

(4.19)

Where $\psi(t, 0) = f_1(t), \phi(t, 0) = f_2(t)$, and all other corresponding I.Cs. and B.Cs. are zeros.

As a third order perturbation solution, one can assume that:

$$
\begin{align*}
\psi(t,z) &= \psi_0 + \varepsilon \psi_1 + \varepsilon^2 \psi_2 + \varepsilon^3 \psi_3, \\
\phi(t,z) &= \phi_0 + \varepsilon \phi_1 + \varepsilon^2 \phi_2 + \varepsilon^3 \phi_3.
\end{align*}

(4.20)

(4.21)
Where \( \psi_0(t, 0) = f_1(t) \), \( \phi_0(t, 0) = f_2(t) \), and all other corresponding I.Cs. and B.Cs. are zeros.

Substituting from equations (4.20) and (4.21) into equations (4.18) and (4.19) and then equating the equal powers of \( \varepsilon \), one can get the following set of coupled equations:

\[
\frac{\partial \phi_0(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_0(t, z)}{\partial t^2} - \gamma \phi_0, \quad (4.22)
\]

\[
\frac{\partial \psi_0(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_0(t, z)}{\partial t^2} - \gamma \psi_0 \quad (4.23)
\]

\[
\frac{\partial \phi_1(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_1(t, z)}{\partial t^2} - \gamma \phi_1 + (\psi_0^2 + \phi_0^2)^2 \psi_0, \quad (4.24)
\]

\[
\frac{\partial \psi_1(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_1(t, z)}{\partial t^2} - \gamma \psi_1 - (\phi_0^2 + \psi_0^2)^2 \phi_0, \quad (4.25)
\]

\[
\frac{\partial \phi_2(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_2(t, z)}{\partial t^2} - \gamma \phi_2 + (\phi_0^2 + \psi_0^2)^2 \psi_1 + (4\psi_0^3\psi_1 + 4\phi_0^3\phi_1 + 4\psi_0\psi_1\phi_0^2 + 4\psi_0^2\phi_0\phi_1)\psi_0, \quad (4.26)
\]

\[
\frac{\partial \psi_2(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi_2(t, z)}{\partial t^2} - \gamma \psi_2 - (\phi_0^2 + \psi_0^2)^2 \phi_1 - (4\psi_0^3\psi_1 + 4\phi_0^3\phi_1 + 4\psi_0\psi_1\phi_0^2 + 4\psi_0^2\phi_0\phi_1)\phi_0, \quad (4.27)
\]

and so on. The prototype equations to be solved are:

\[
\frac{\partial \phi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_i(t, z)}{\partial t^2} + G_{1i}, \quad i \geq 1 \quad (4.28)
\]

\[
\frac{\partial \psi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \phi_i(t, z)}{\partial t^2} + G_{2i}, \quad i \geq 1 \quad (4.29)
\]

Where \( \psi_1(t, 0) = \delta_{i,0}f_1(t) \), \( \phi_1(t, 0) = \delta_{i,0}f_2(t) \), and all other all corresponding conditions are zeros. \( G_{1i}, G_{2i} \) are functions to be computed from previous steps.

Following the solution algorithm described in Appendix (A) for the linear case, the following final results are obtained.
4.2 The order of approximations

The following final expressions can be used to obtain different order of approximations.

4.2.1 The zero order approximation

The zero order approximation is the linear case illustrated in Appendix (A).

4.2.2 The first order approximation

\[ u_1(t, z) = u_0(t, z) + \varepsilon (\psi_1(t, z) + i \phi_1(t, z)) \]  \hspace{1cm} (4.30)

By following Appendix (A), for \( n=1 \), we can find that:

\[ \psi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} t \right) \]  \hspace{1cm} (4.31)
\[ \phi_1(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} t \right) \]  \hspace{1cm} (4.32)

From equations (4.24) and (4.25), we can see that:

\[ G_{11} = e^{-4\gamma z}(\psi_0^2 + \phi_0^2)^2 \psi_0 \]  \hspace{1cm} (4.33)
\[ G_{21} = -e^{-4\gamma z}(\phi_0^2 + \psi_0^2)^2 \phi_0 \]  \hspace{1cm} (4.34)

in which

\[ T_{1n}(z) = A_{11}(z) \sin \beta_n z + (C_{12} + B_{11}(z)) \cos \beta_n z, \]  \hspace{1cm} (4.35)
\[ \tau_{1n}(z) = A_{12}(z) \sin \beta_n z + (C_{14} + B_{12}(z)) \cos \beta_n z, \]  \hspace{1cm} (4.36)

where \( C_{12} = -B_{11}(0) \) and \( C_{14} = -B_{12}(0) \). The rest constants \( A_{11}, B_{11}, A_{12}, B_{12} \) can be calculated in similar manner as illustrated in Appendix (A).

The absolute value of the first order approximation can be got using

\[ |u_1(t, z)|^2 = |u_0(t, z)|^2 + 2\varepsilon (\psi_0 \psi_1 + \phi_0 \phi_1) + \varepsilon^2 (\psi_1^2 + \phi_1^2) \]  \hspace{1cm} (4.37)

4.2.3 The second order approximation

\[ u_2(t, z) = u_1(t, z) + \varepsilon^2 (\psi_2(t, z) + i \phi_2(t, z)) \]  \hspace{1cm} (4.38)

By following Appendix (A), for \( n=2 \), we can find that
\[ \psi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left( \frac{n \pi}{T} t \right), \]  
\[ \phi_2(t, z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left( \frac{n \pi}{T} t \right), \]  

From equations (4.26) and (4.27), we can see that:

\[ G_{12} = e^{-4\gamma z} \left( (\phi_0^2 + \psi_0^2)^2 \right) \psi_1 + (4 \psi_0^3 \psi_1 + 4 \phi_0^3 \phi_1 + 4 \psi_0 \psi_1 \phi_0^2 + 4 \psi_0^2 \phi_0 \phi_1) \psi_0 \]  
\[ G_{22} = -e^{-4\gamma z} \left( (\phi_0^2 + \psi_0^2)^2 \right) \phi_1 + (4 \psi_0^3 \psi_1 + 4 \phi_0^3 \phi_1 + 4 \psi_0 \psi_1 \phi_0^2 + 4 \psi_0^2 \phi_0 \phi_1) \phi_0 \]  
in which

\[ T_{2n}(z) = A_{21}(z) \sin \beta_n z + (C_{22} + B_{21}(z)) \cos \beta_n z, \]  
\[ \tau_{2n}(z) = A_{22}(z) \sin \beta_n z + (C_{24} + B_{22}(z)) \cos \beta_n z, \]

Where \( C_{22} = -B_{21}(0) \) and \( C_{24} = -B_{22}(0) \). The rest constants \( A_{11}, B_{11}, A_{12}, B_{12} \) can be calculated in similar manner as illustrated in Appendix A.

The absolute value of the second order approximation can be got using

\[ |u_2(t, z)|^2 = |u_1(t, z)|^2 + 2\epsilon^2(\psi_0 \psi_2 + \phi_0 \phi_2) + 2\epsilon^3(\psi_1 \psi_2 + \phi_1 \phi_2) + \epsilon^4(\psi_2^2 + \phi_2^2) \]  

4.3 Case studies

To examine the proposed solution algorithm, some case studies are illustrated.

4.3.1 Case study 1

Taking the case and \( f_1(t) = \rho_1, f_2(t) = \rho_2 \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm, the following selected results for the first and second order approximations are got:
Fig. (4.1) the zero order approximation of $|u^{(0)}|$ at $\varepsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (4.2) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.3) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (4.4) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.5) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.6) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
Fig. (4.7) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (4.8) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.9) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.02$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (4.10) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig.(4.11) the zero order approximation of $|u^{(0)}|$ at $\varepsilon = 0$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig.(4.12) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig.(4.13) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig.(4.14) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig.(4.15) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
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Fig. (4.16) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Note: we calculated till second order only taking $M=10$ for $\gamma = 0$, while we calculated till first order taking $M=10$ for $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.3.2 Case study 2

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left(\frac{m \pi}{T} t\right)$, where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.17) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.05, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (4.18) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.19) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.20) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
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Fig. (4.21) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (4.22) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (4.23) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (4.24) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.05$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.25) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig.(4.26) comparison between first and second approximations at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 10$. 
Fig. (4.27) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.28) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.29) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (4.30) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Note: we calculated till second order only taking $M=10$ for $\gamma = 0$, while we calculated till first order taking $M=10$ for $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.3.3 Case study 3

Taking the case $f_1(t) = \rho_1 e^{-t}$, $f_2(t) = \rho_2 e^{-t}$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.31) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (4.32) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.33) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.34) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 

172
Fig. (4.35) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.36) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.37) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
Fig. (4.38) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 10$.

Fig. (4.39) comparison between first and second approximations at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 4$.

Fig. (4.40) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series $(M=10)$. 
Fig. (4.41) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.42) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.43) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
Note: we calculated till second order only taking $M=10$ for $\gamma = 0$, while we calculated till first order taking $M=10$ for $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.4 Picard Approximation

Consider the homogeneous nonlinear Schrödinger equation:

$$i \frac{\partial u(t, z)}{\partial z} + \alpha \frac{\partial^2 u(t, z)}{\partial t^2} + \varepsilon |u(t, z)|^4 u(t, z) + i \gamma u(t, z) = 0,$$

$$(t, z) \in (0, T) \times (0, \infty) \tag{4.46}$$

where $u(t, z)$ is a complex valued function which is subjected to the initial and boundary conditions mentioned before in equations (4.2), (4.3) respectively.

Let $u(t, z) = \psi(t, z) + i \phi(t, z), \psi, \phi$: are real valued functions. The following coupled equations are got:

$$\frac{\partial \phi(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi(t, z)}{\partial t^2} + \varepsilon (\psi^2 + \phi^2)^2 \psi - \gamma \phi, \tag{4.47}$$

$$\frac{\partial \psi(t, z)}{\partial z} = -\alpha \frac{\partial^2 \phi(t, z)}{\partial t^2} - \varepsilon (\psi^2 + \phi^2)^2 \phi - \gamma \phi, \tag{4.48}$$

Where $\psi(t, 0) = f_1(t), \phi(t, 0) = f_2(t)$, and all other corresponding I.Cs. and B.Cs. are zeros.

$$\frac{\partial \phi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \psi_i(t, z)}{\partial t^2} + H_{1i}, \quad i \geq 1 \tag{4.49}$$

$$\frac{\partial \psi_i(t, z)}{\partial z} = \alpha \frac{\partial^2 \phi_i(t, z)}{\partial t^2} + H_{2i}, \quad i \geq 1 \tag{4.50}$$

Where $\psi_i(t, 0) = f_1(t), \phi_i(t, 0) = f_2(t)$, and all other corresponding conditions are zeros. $H_{1i}, H_{2i}$ are functions to be computed from previous steps.
4.4.1 Picard order of approximations

4.4.1.1 Zero order approximation

The zero order approximation is similar as illustrated in Appendix (A).

4.4.1.2 First order approximation

\[
\begin{aligned}
&i \frac{\partial u_1(t,z)}{\partial z} + \alpha \frac{\partial^2 u_1(t,z)}{\partial t^2} + \varepsilon |u_0(t,z)|^4 u_0(t,z) + i \gamma u_1(t,z) = 0, (t,z) \\
&\quad \in (0,T) \times (0,\infty)
\end{aligned}
\]  

(4.51)

With initial conditions \( u_1(t,0) = f_1(t) + i f_2(t) \) and boundary conditions \( u_1(0,z) = u_1(T,z) = 0 \). Following Appendix (A), the linear Schrodinger equation (4.51) has the following solution:

\[
\begin{aligned}
&u_1(t,z) = \psi_1 + i \phi_1, \\
&\psi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t, \\
&\phi_1(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{1n}(z) \sin \left( \frac{n \pi}{T} \right) t
\end{aligned}
\]  

(4.52) (4.53) (4.54)

Following Appendix (A), for \( n=1 \), we can find that:

\[
\begin{aligned}
&H_{11} = \varepsilon e^{-4\gamma z} \left( \psi_0^2 + \phi_0^2 \right)^2 \psi_0 \\
&H_{21} = -\varepsilon e^{-4\gamma z} \left( \phi_0^2 + \psi_0^2 \right)^2 \phi_0
\end{aligned}
\]  

(4.55) (4.56)

where

\[
\begin{aligned}
&T_{1n}(z) = A_{11}(z) \sin \beta_n z + \left( (C_{12} + B_{11}(z)) \cos \beta_n z, \\
&\tau_{1n}(z) = A_{12}(z) \sin \beta_n z + \left( (C_{14} + B_{12}(z)) \cos \beta_n z,
\end{aligned}
\]  

(4.57) (4.58)

Where the constants and variables \( A_{11}, C_{12}, B_{11}, A_{12}, C_{14}, B_{12} \) can be calculated in similar manner calculated in similar manner as illustrated in Appendix (A).

The absolute value of the first order approximation is:
\[ |u_1(t,z)|^2 = \psi_1^2 + \phi_1^2 \]  

\[ (4.59) \]

### 4.4.1.3 Second order approximation

\[ i \frac{\partial u_2(t,z)}{\partial t} + \alpha \frac{\partial^2 u_2(t,z)}{\partial t^2} + \epsilon |u_1(t,z)|^4 u_1(t,z) + i \gamma u_2(t,z) = 0, \]

\[ (t,z) \in (0,T) \times (0,\infty) \]  

\[ (4.60) \]

with initial conditions \( u_2(t,0) = f_1(t) + i f_2(t) \) and boundary conditions \( u_2(0,z) = u_2(T,z) = 0 \). Following Appendix (A), the linear Schrodinger equation (4.60) has the following solution:

\[ u_2(t,z) = \psi_2 + i \phi_2, \]  

\[ (4.61) \]

\[ \psi_2(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_{2n}(z) \sin \left( \frac{n \pi}{T} t \right), \]  

\[ (4.62) \]

\[ \phi_2(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_{2n}(z) \sin \left( \frac{n \pi}{T} t \right) \]  

\[ (4.63) \]

Following Appendix (A), for \( n=2 \), we can find that:

\[ H_{12} = \epsilon e^{-4\gamma z} (\psi_1^2 + \phi_1^2)^2 \psi_1 \]  

\[ (4.64) \]

\[ H_{22} = -\epsilon e^{-4\gamma z} (\phi_1^2 + \psi_1^2)^2 \phi_1 \]  

\[ (4.65) \]

where

\[ T_{2n}(z) = A_{21}(z) \sin \beta_n z + \left( (C_{22} + B_{21}(z)) \cos \beta_n z, \right) \]  

\[ (4.66) \]

\[ \tau_{2n}(z) = A_{22}(z) \sin \beta_n z + \left( (C_{24} + B_{22}(z)) \cos \beta_n z, \right) \]  

\[ (4.67) \]

where the constants and variables \( A_{21}, C_{22}, B_{21}, A_{22}, C_{24}, B_{22} \) can be calculated in similar manner as illustrated in Appendix A.

The absolute value of the second order approximation is:

\[ |u_2(t,z)|^2 = \psi_2^2 + \phi_2^2 \]  

\[ (4.76) \]
4.5 Case Studies, Picard

To examine the proposed solution algorithm, some case studies are illustrated.

4.5.1 Case study 1

Taking the case and $f_1(t) = \rho_1$, $f_2(t) = \rho_2$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

Fig. (4.44) the zero order approximation of $|u^{(0)}|$ at $\epsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).

Fig. (4.45) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series (M=1).
Fig. (4.46) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (4.47) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (4.48) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$. 
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Fig. (4.49) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (4.50) the second order approximation of $|u^{(2)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Fig. (4.51) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (4.52) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.53) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.54) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
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the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Note: we calculated till second order only taking $M=1$ for $\gamma = 0$ for both first order and second order respectively, while we calculated only till first order at $\gamma = 1$ taking $M=10$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.5.2 Case study 2

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left( \frac{m \pi}{T} \right) t$ where $\rho_1$ & $\rho_2$ are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).
Fig. (4.57) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.58) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series ($M=10$).

Fig. (4.59) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$. 
Fig. (4.60) the first order approximation of $\left|u^{(1)}\right|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (4.61) the first order approximation of $\left|u^{(1)}\right|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).

Fig. (4.62) the first order approximation of $\left|u^{(1)}\right|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only ten terms on the series (M=10).
Fig. (4.63) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.64) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$.

Fig. (4.65) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and
$\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $t$. 
Note: we calculated till first order only taking \( M=10 \) for both \( \gamma = 0 \) and \( \gamma = 1 \) and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.5.3 Case study 3

Taking the case \( f_1(t) = \rho_1 e^{-t} \), \( f_2(t) = \rho_2 e^{-t} \) where \( \rho_1 \) & \( \rho_2 \) are constants and following the algorithm of Picard Approximation, the following selected results for the first and second order approximations are got:

![3D graph](image1)

**Fig. (4.66)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2 \), \( \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (\( M=10 \)).

![3D graph](image2)

**Fig. (4.67)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 1 \), \( \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10 \) with considering only ten terms on the series (\( M=10 \)).
Fig. (4.68) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 10$ for different values of $z$.

Fig. (4.69) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).

Fig. (4.70) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10$ with considering only one term on the series ($M=1$).
Fig. (4.71) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $z$.

Fig. (4.72) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, M = 1$ for different values of $t$.

Note: we calculated till first order only taking $M=10$ for both $\gamma = 0$ and $\gamma = 1$ and we cannot calculate more since the machine gives “MATHEMATICA KERNEL OUT OF MEMORY”.

4.6 Comparison between Perturbation & Picard Approximation

We are here giving both perturbation method and Picard approximation results in the same graph for some selected cases to compare between the two methods.

4.6.1 Case study 1

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2$, the following selected results are obtained.
Fig. (4.73) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 5$.

Fig. (4.74) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $z = 5$.

Fig. (4.75) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1$, $\gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1$, $T = 10$, $t = 3$. 
Fig. (4.76)  comparison between Picard approximation and Perturbation method for first order at \(\varepsilon = 0.2, \gamma = 0\) and \(\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3\).

Fig. (4.77)  comparison between Picard approximation and Perturbation method for first order at \(\varepsilon = 0.2, \gamma = 1\) and \(\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5\).

Fig. (4.78)  comparison between Picard approximation and Perturbation method for first order at \(\varepsilon = 1, \gamma = 1\) and \(\alpha, \rho_1, \rho_2 = 1, T = 10, z = 2\).
Comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

Comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

**4.6.2 Case study 2**

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left(\frac{m \pi}{T} t\right)$, the following selected results are obtained.

Comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$. 192
Fig. (4.82)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (4.83)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 6$.

Fig. (4.84)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 9$. 
Fig. (4.85)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (4.86)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

Fig. (4.87)  comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.  

4.6.3 Case study 3

Taking the case $f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t}$, the following selected results are obtained.

**Fig. (4.88)** comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 6$.

**Fig. (4.89)** comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, z = 5$.

**Fig. (4.90)** comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$. 
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Fig. (4.91) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 0.2, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 5 \).

Fig. (4.92) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, z = 2 \).

Fig. (4.93) comparison between Picard approximation and Perturbation method for first order at \( \epsilon = 1, \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, T = 10, t = 3 \).
Fig. (4.94) comparison between Picard approximation and Perturbation method for first order at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, T = 10, t = 3$.

4.7 T – Study

We are here examining the behavior of Perturbation method and Picard Approximation against different values of $T$ through case studies on the same graph.

4.7.1 Case Studies, Perturbation

4.7.1.1 Case study 1

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2$ where $\rho_1 \& \rho_2$ are constants and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.95) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (4.96) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.97) the first order approximation of $|u^{(1)}|$ at $\epsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.98) the first order approximation of $|u^{(1)}|$ at $\epsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (4.99) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10$, 20 and 60 respectively.

Fig. (4.100) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.101) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 5$ for different values of $T = 10, 20$ and 60 respectively.
### 4.7.1.2 Case study 2

Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \sin\left(\frac{m\pi}{T} t\right) \), and following the algorithm, the following selected results for the first and second order approximations are got:

**Fig. (4.102)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.

**Fig. (4.103)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 1, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, t = 5 \) for different values of \( T = 10, 20 \) and 60 respectively.

**Fig. (4.104)** the first order approximation of \( |u^{(1)}| \) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.
Fig. (4.105) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.106) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.107) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 5$ for different values of $T = 10, 20$ and 60 respectively.
4.7.1.3  Case study 3

Taking the case $f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t}$ and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.108)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T=10, 20$ and 60 respectively.

Fig. (4.109)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T=10, 20$ and 60 respectively.

Fig. (4.110)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T=10, 20$ and 60 respectively.
Fig. (4.111) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T$=10, 20 and 60 respectively.

Fig. (4.112) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T$=10, 20 and 60 respectively.

Fig. (4.113) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 5$ for different values of $T$=10, 20 and 60 respectively.
4.7.2 Case Studies, Picard
4.7.2.1 Case study 1
Taking the case \( f_1(t) = \rho_1, f_2(t) = \rho_2 \) and following the algorithm, the following selected results for the first and second order approximations are got:

\[
\frac{\nu_1}{\nu_2} = \frac{\nu_{10}}{\nu_{20}} = \frac{\nu_{12}}{\nu_{22}}
\]

Fig. (4.114) the first order approximation of \(|\nu^{(1)}_1|\) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.

\[
\frac{\nu_1}{\nu_2} = \frac{\nu_{10}}{\nu_{20}} = \frac{\nu_{12}}{\nu_{22}}
\]

Fig. (4.115) the first order approximation of \(|\nu^{(1)}_1|\) at \( \varepsilon = 1, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and 60 respectively.

\[
\frac{\nu_1}{\nu_2} = \frac{\nu_{10}}{\nu_{20}} = \frac{\nu_{12}}{\nu_{22}}
\]

Fig. (4.116) the first order approximation of \(|\nu^{(1)}_1|\) at \( \varepsilon = 0.2, \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and 60 respectively.
Fig. (4.117) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T=10$, 20 and 60 respectively.

Fig. (4.118) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T=10$, 20 and 60 respectively.

Fig. (4.119) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T=10, 20$ and 60 respectively.
Fig. (4.120)  the first order approximation of $|u|^{(1)}$ at $\epsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 5$ for different values of $T = 10, 20$ and 60 respectively.

4.7.2.2  Case study 2

Taking the case $f_1(t) = \rho_1, f_2(t) = \rho_2 \sin \left(\frac{m \pi}{T} t\right)$ and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.121)  the first order approximation of $|u|^{(1)}$ at $\epsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 4$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.122)  the first order approximation of $|u|^{(1)}$ at $\epsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, t = 4$ for different values of $T = 10, 20$ and 60 respectively.
Fig. (4.123)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T=10, 20$ and 60 respectively.

Fig. (4.124)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 0$ and $\alpha, \rho_1, \rho_2 = 1, M = 1, z = 10$ for different values of $T=10, 20$ and 60 respectively.

Fig. (4.125)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 4$ for different values of $T=10, 20$ and 60 respectively.
Fig. (4.126)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, t = 6$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.127)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 10$ for different values of $T = 10, 20$ and 60 respectively.

Fig. (4.128)  the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1, \gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1, M = 10, z = 5$ for different values of $T = 10, 20$ and 60 respectively.
4.7.2.3 Case study 3
Taking the case \( f_1(t) = \rho_1 e^{-t}, f_2(t) = \rho_2 e^{-t} \) and following the algorithm, the following selected results for the first and second order approximations are got:

Fig. (4.129) the first order approximation of \(|u^{(1)}|\) at \( \varepsilon = 0.2 , \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, t = 4 \) for different values of \( T = 10, 20 \) and \( 60 \) respectively.

Fig. (4.130) the first order approximation of \(|u^{(1)}|\) at \( \varepsilon = 0.2 , \gamma = 0 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 1, z = 10 \) for different values of \( T = 10, 20 \) and \( 60 \) respectively.

Fig. (4.131) the first order approximation of \(|u^{(1)}|\) at \( \varepsilon = 0.2 , \gamma = 1 \) and \( \alpha, \rho_1, \rho_2 = 1, M = 10, t = 6 \) for different values of \( T = 10, 20 \) and \( 60 \) respectively.
Fig. (4.132) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 0.2$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1$, $M = 10$, $z = 10$ for different values of $T = 10, 20$ and $60$ respectively.

Fig. (4.133) the first order approximation of $|u^{(1)}|$ at $\varepsilon = 1$, $\gamma = 1$ and $\alpha, \rho_1, \rho_2 = 1$, $M = 10$, $z = 5$ for different values of $T = 10, 20$ and $60$ respectively.
Chapter 5  Summary and Conclusion

5.0  Summary

We demonstrated in this thesis that both Perturbation Method and Picard approximation can be used to solve both cubic and quintic Nonlinear Schrodinger equation. Through different case studies, we can find that the results for both methods are near enough; however, in Perturbation method we obtained higher order approximations than Picard approximation. As, an example in cubic homogeneous case, we obtained up to third order approximation, while by using Picard approximation for the same equation with same initial and boundary conditions, we obtained up to second order approximation.

In Appendix A, we showed in details the steps of solution for the general linear case. This solution is considered as zero order approximation for both perturbation method and Picard approximation.

In chapters 2, 3 and 4, we used the perturbation method and Picard approximation to solve the Cubic Homogeneous, the Cubic Non-Homogeneous and the Quintic Homogeneous nonlinear Schrodinger equations, respectively and illustrated the solution through different case studies. We compared between results of both methods on the same graph. Also, we studied the solution change for both methods; perturbation and Picard approximation at different values of time.

In chapter 3, we studied the effect of non homogeneous term; \( F_1(t,z) + iF_2(t,z) \) and we found that in case of zero initial conditions; \( f_1(t,z) + if_2(t,z) = 0 \) the change of non homogeneous term from constant \( (\rho_1) \), exponential \( (\rho_1 e^{-t}) \) or sinusoidal \( (\rho_1 \sin \left( \frac{m \pi}{T} t \right) \) has no spatial effect on the solution.

5.1  Conclusions

- For cubic and quintic homogeneous nonlinear Schrodinger equations:
  - We found that the stability of the solution of the nonlinear homogeneous Schrodinger equation is highly affected in the absence of gamma \( (\gamma) \) term.
  - The perturbation as well as the Picard methods introduce approximate solutions for such problems where second or third order of approximations can be obtained from which some
parametric studies can be achieved to illustrate the solution behavior under the change of the problem physical parameters.

- The use of Mathematica, or any other symbolic code, makes the use of the solution algorithm possible and can develop a solution procedure which can help in getting some knowledge about the solution.
- The results for both perturbation and Picard methods are quite nearer in the presence of gamma ($\gamma$) term.
- With the existence of gamma ($\gamma$) term, the magnitude of solution ($|u|$) decreases as time increases.

- For cubic non-homogeneous nonlinear Schrodinger equation:
  Same conclusions as cubic and quintic Homogeneous nonlinear Schrodinger equations cases, while, we found the following:
  
  - In the case of zero initial conditions, we found that the change of non homogeneous term did not affect on the solution; both constant ($F1 = \rho_1$), exponential ($F1 = \rho_1 e^{-\xi}$) and sinusoidal ($F1 = \rho_1 \sin (\frac{m\pi}{T} t)$) had the same solutions.
  - Due to non homogeneous term, we can not calculate more than second order approximation at ($\gamma = 0$) and first order approximation at ($\gamma = 0$).

- Part of the work of chapter 2 was published in TOAMJ [Magdy El-Tawil, H. El Zoheiry and Sherif E. Nasr, 2010] and we are arranging to send cubic non-homogeneous and quintic cases; chapter 3 and 4 respectively for publishing on the nearest future.

Hopefully, with high capabilities of computers, we can reach to higher order approximations and solve quintic non-homogeneous nonlinear Schrodinger equation.
Appendix A  The general Linear Case

We introduce here the general solution of linear Schrodinger equations

A.1  The general linear case

Consider the non homogeneous linear Schrodinger equation:

\[
i \frac{\partial u(t,z)}{\partial z} + \alpha \frac{\partial^2 u(t,z)}{\partial t^2} + i \gamma u(t,z) = F_1(t,z) + i F_2(t,z),
\]

\[(t,z) \in (0,T) \times (0,\infty) \quad (A.1)\]

where \(u(t,z)\) is a complex valued function which is subjected to:

I. Cs.: \(u(t,0) = f_1(t) + i f_2(t) \quad (A.2)\)

B. Cs.: \(u(0,z) = u(T,z) = 0 \quad (A.3)\)

Let \(u(t,z) = \psi(t,z) + i \phi(t,z)\), \(\psi, \phi\) are real valued functions.

Let \(\psi(t,z) = e^{-\gamma z} W(t,z)\) and \(\phi(t,z) = e^{-\gamma z} V(t,z)\). The following coupled equations are got as follows:

\[
\frac{\partial V(t,z)}{\partial z} = \alpha \frac{\partial^2 W(t,z)}{\partial t^2} + G_1(t,z),
\]

\[
\frac{\partial W(t,z)}{\partial z} = \alpha \frac{\partial^2 V(t,z)}{\partial t^2} + G_2(t,z) \quad (A.4)
\]

where,

\(W(t,0) = f_1(t), V(t,0) = f_2(t), G_1(t,z) = -e^{\gamma z} F_1(t,z), G_2(t,z) = e^{\gamma z} F_2(t,z)\),

and all corresponding other I.C. and B.C. are zeros.

Eliminating one of the variables in equations \((A.4)\) and \((A.5)\), one can get the following independent equations:

\[
\frac{\partial^4 W(t,z)}{\partial t^4} + \frac{1}{\alpha^2} \frac{\partial^2 W(t,z)}{\partial t^2} = \frac{1}{\alpha^2} \ddot{\psi}_1(t,z),
\]

\[
\frac{\partial^4 V(t,z)}{\partial t^4} + \frac{1}{\alpha^2} \frac{\partial^2 V(t,z)}{\partial t^2} = \frac{1}{\alpha^2} \ddot{\psi}_2(t,z) \quad (A.7)
\]
where,
\[
\bar{\psi}_1(t,z) = \frac{\partial G_2(t,z)}{\partial z} - \alpha \frac{\partial^2 G_1(t,z)}{\partial t^2} \tag{A.8}
\]
\[
\bar{\psi}_2(t,z) = \alpha \frac{\partial^2 G_2(t,z)}{\partial t^2} + \frac{\partial G_1(t,z)}{\partial z} \tag{A.9}
\]

Using the eigenfunction expansion technique, the following solution expressions are obtained:
\[
\psi(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} T_n(z) \sin \left( \frac{n \pi}{T} \right) t \tag{A.10}
\]
\[
\phi(t,z) = e^{-\gamma z} \sum_{n=0}^{\infty} \tau_n(z) \sin \left( \frac{n \pi}{T} \right) t \tag{A.11}
\]

where \( T_n(z) \) and \( \tau_n(z) \) can be got through the applications of initial conditions and then solving the resultant second order differential equations using the method of variational of parameter [Staliunas,1994]. The final expressions can be got as the following:
\[
T_n(z) = (C_1 + A_1(z)) \sin \beta_n z + (C_2 + B_1(z)) \cos \beta_n z \tag{A.12}
\]
\[
\tau_n(z) = (C_3 + A_2(z)) \sin \beta_n z + (C_4 + B_2(z)) \cos \beta_n z \tag{A.13}
\]

where,
\[
\beta_n = \alpha \left( \frac{n \pi}{T} \right)^2 \tag{A.14}
\]
\[
A_1(z) = \frac{1}{\beta_n} \int \bar{\psi}_{1n}(z;n) \sin(\beta_n z) \, dz \tag{A.15}
\]
\[
B_1(z) = \frac{-1}{\beta_n} \int \bar{\psi}_{1n}(z;n) \sin(\beta_n z) \, dz \tag{A.16}
\]
\[
A_2(z) = \frac{1}{\beta_n} \int \bar{\psi}_{2n}(z;n) \cos(\beta_n z) \, dz \tag{A.17}
\]
\[
B_2(z) = \frac{-1}{\beta_n} \int \bar{\psi}_{2n}(z;n) \cos(\beta_n z) \, dz \tag{A.18}
\]
in which,
\[ \tilde{\psi}_{1n}(z ; n) = \frac{2}{T} \int \tilde{\psi}_1 (t , z) \sin \left( \frac{n \pi}{T} t \right) \, dt \]  \hspace{1cm} (A.19)
\[ \tilde{\psi}_{2n}(z ; n) = \frac{2}{T} \int \tilde{\psi}_2 (t , z) \sin \left( \frac{n \pi}{T} t \right) \, dt \]  \hspace{1cm} (A.20)

The following conditions should also be satisfied:

\[ C_2 = \frac{2}{T} \int_0^T f_1(t) \sin \left( \frac{n \pi}{T} t \right) \, dt - B_1(0) \]  \hspace{1cm} (A.21)
\[ C_4 = \frac{2}{T} \int_0^T f_2(t) \sin \left( \frac{n \pi}{T} t \right) \, dt - B_2(0) \]  \hspace{1cm} (A.22)

finally the following solution is obtained:

\[ u(t , z) = \psi(t , z) + i \phi(t , z) \]  \hspace{1cm} (A.23)

Or

\[ |u(t , z)|^2 = \psi^2(t , z) + \phi^2(t , z) \]  \hspace{1cm} (A.24)

The general linear case solution is considered at \( \varepsilon = 0 \) as zero order approximation for cubic nonlinear homogeneous, cubic nonlinear non homogeneous Schrodinger equations and quintic nonlinear homogeneous Schrodinger equations.
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ملخص الرسالة

في هذه الرسالة ومن خلال تحليل كمي تم إيجاد حلول تقريبية لمعادلات شرودنجر من الدرجة الثالثة و
الخامسة باستخدام طريقيتين مختلفتين - طريقة الإضطراب وبيكارد - (Perturbation Technique and Picard Approximation) . في البداية تم إثبات أن الحل (إن وجد) سيكون في صورة متسلسلة قوى في المتغير (u) باستخدام برنامج (Mathematica 5.1) ، تم إيجاد الحلول التقريبية حتى الدرجة الثالثة فقط و ذلك نظراً للحساسات الكثيفة المعقدة من تفاصيل و تكاملات (complex initial conditions) و (complex nonhomogeneity) في كل من الحالات التالي: الحدود المركبة غير المتجانسة (الاسمية والجريبية) و#

تم دراسة تأثير تغير قيمة الدوال المركبة الخاصة بالشروط البدائية (Perturbation Technique and) على نفس الشكل البياني و تم توضيح تقارب الحلول و خاصة في وجود (Picard Approximation (Dissipation Term γ) معامل الفقد جاما). تم دراسة تأثير تغير الفترة الزمنية (T) عند ٠، ٢٠، ٦٠ وحدة زمنية وعيونات مختلفة كثيرة و تبين استقرار و ثبات الحلول في وجود معامل الفقد (γ) مع زيادة الفترة الزمنية (T).

في الفصل الأول تم عملية علمي صحيح على بعض أنواع من معادلات شرودنجر غير الخطية و الطرق المختلفة لحلها مع توضيح أهمية هذا النوع من المعادلات و تطبيقاتها المختلفة في مجالات و (Fiber Optic Communications) و الكيمياء الحديثة (Modern Chemistry) و الإلكترونيات (Electronics) و (Nonlinear Mechanics). في كل من الفصل الثاني و الثالث و الرابع تم حل معادلات شرودنجر من الدرجة الثالثة المتجانسة و غير (Perturbation) المتجانسة و الدرجة الخامسة المتجانسة على الترتيب باستخدام كلا الطريقيتين (Technique and Picard Approximation) مع عمل مقارنات بين النتائج التي تم الحصول عليها من الطريقيتين عند حالات دراسة متعددة . في نهاية كل فصل من هذه الفصول تم دراسة تغيير الفترة الزمنية (T) على الحلول في كلا الطريقيتين .

في الفصل الخامس تم تلخيص و إبراز النتائج التي تم التوصل إليها في كل من الفصل الثاني و الثالث و الرابع مع نبذة مختصرة عن العمل المستقبلي المتعلق بهذا الموضوع.
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