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Paper Title:

Fake Accounts Detection in Twitter based on Minimum Weighted
Feature set

Problem:

Social networking phenomenon has grown tremendously through the
last twenty years. During this rise, the different types of social
networking have created many online activities which instantly attracted
the interests of large number of users where users increasingly depend
on the credibility of the information exposed on Online Social Networks
(OSNs). On the other hand, OSNs suffer from expanding the number of
fake accounts that has been created, fake accounts means that the
accounts do not match to real humans. Fakes can present fake news, web
rating, and spam. OSN operators currently expend different and
determined resources to detect, physically confirm, and close fake
accounts.

One of the main problems in social media is the scammers as they can
use their accounts for different targets. One of these targets is spreading
rumors which may affect a determined business or even the society as a
larger segment. One of the examples in 2013, in the event of the Boston
Marathon Bombing, a fake account on twitter has taken the advantage of
the kindness of the people by twitting an announcement for a donation
of $1 for each retweet.

Context:

According to the importance of the effect of social media to the society,
in this research, the research aims to detect the fake profile accounts from
twitter online social network as a step towards the detection of fake
news. Different researches have been presented to detect fake accounts
by introducing a set of attributes such as Fabr’1cio2010 who identified
23 attributes, upraja 2015 identified 10 attributes. However, the research
presents the minimum set of attributes that can effectively be applied in
a classification technique to detect the fake account. Selecting the best
classification algorithm is also provided by applying a set of algorithms
using the selected set of features.

Solution approach:

We proposed an approach for detecting fake accounts on Twitter social
network, the proposed approach was based on determining the minimum
set of effective features for the detection process. The attributes have
been collected from different research, they have been filtered by
extensive analysis as a first stage, and then the features have been
weighted. Different experiments have been conducted to reach the
minimum set of attributes with perceiving the best accuracy results.
From more than 22 attributes, the proposed approach has reached only
seven effective attributes for fake accounts detection. The attributes were




applied on five of the best classification algorithms, Random Forest,
Naive Bayes, Decision Tree, Neural Network, and SVM. The
classification output have been presented with highlighting the best
results

We claim that these attributes can succeed in discovering the fake

accounts in other social networks such as Facebook with minor changes
according to the unique nature of each social network. Moreover,
providing an analysis to the tweets content of the user can provide more
accurate results in the detection process

Contribution:

the research contribution can be summarized as follows:

1. The minimum set of attributes for detecting the fake accounts on
Twitter has been determined and tested.

2. Five of the best classification algorithms have been applied and the
results have been compared

3. Evaluating both steps is applied and compared with other researchers’
results which proved the advancement in the accuracy level of the
proposed approach.
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