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Paper Title:

Documents Emotions Classification Model Based on TF-IDF Weighting
Measure

Main Domain:

Machine Learning — Text Mining

Sub-Domain:

Emotion Detection in Text

Problem:

Emotions classification of text documents is applied to reveal if the
document expresses a determined emotion from its writer. The
classification of situations can be among different emotions, some
examples are [Anger, Disgust, Fear, Joy, and Sad] which come under two
general categories, they are positive or negative. As blogs, reviews, and
social networks play an important role for revealing the opinions and
feelings considering many topics or products, therefore, analyzing these
resources and extracting the opinions of their owners has become a vital
field of research. An example of using blogs when a company such as
“HTC” offered a new mobile edition in the market and needed to analyze
the impact of its mobile on the users. As the analysis of hundreds blogs
has been written about specific products or topics manually is too difficult,
therefore, following a more productive approach for sentimental
classification and opinion mining is required.

Context:

The research focuses on the classifications of emotions in short text
documents such as blogs, reviews, and posts. The previous work on
detecting emotions is classified to three main categories which are 1)
Information retrieval techniques; 2) Lexicon based techniques, 3) Machine
Learning Techniques. in this paper, we discuss an approach that aims to
integrate the previously mentioned techniques targeting enhancing the
classification accuracy. The research included applying the pre-processing
for the dataset, pre-processing included stemming, removing stop words,
and preparing the training and testing data. Then, the attributes for
classification has been determined, applying the proposed integrated
technique is then performed and compared with other research that are
applied using the same dataset to prove the originality of the proposed
approach.

Solution approach:

The proposed solution started by detecting the dataset ISEAR which will
be used in the research. ISEAR dataset consists of about 7666 sentences
examples which are classified by different emotions (anger, disgust, fear,
joy, sadness, shame and guilt). Preprocessing on the dataset is performed
such as stop words removal and part of speech tagging. Then the data set




is prepared for the classification approach by preparing the training and
testing data.

The first phase of the classification approach is lexicon enrichment, in this
research, NRC lexicon is used which is enriched using regular expressions
technique for extracting more keywords that belongs to one of the current
emotion classes.

the second step is to compute the term frequency index document
frequency (TF-IDF) for all terms in the training set so we have two
dimensional matrix as training examples and features of the training set.
Each cell in the matrix represents Tf-1df value.

The third phase is the features preparation for learning. Seven features are
considered, five of them represents the occurrences of the terms in the
lexicon appeared in the training examples and two senti words values. For
each sentence, the weight of each word in the sentence is calculated by
multiplying its occurrences in each emotion with the Tf-idf measure for
this term. This calculation determines the first five attributes, with the senti
words’ attributes that are calculated by the use of training examples
computing in the SentiWordNet lexicon. Two more attributes are
calculated by determining the positive and negative sentiment values for
each term in the document.

The final phase is using different machine learning techniques for
evaluating the proposed approach to prove its applicability to provide
more accurate emotion classification.

Contribution:

This research successfully developed a sentimental classification approach
base on three main techniques, they are 1) Information retrieval
techniques; 2) Lexicon based techniques, 3) Machine Learning
Techniques

The research contribution is summarized as follows:

1- presenting an integrated approach for sentimental analysis and
classification

2- Comparing the proposed work with other previous work using the same
dataset.

3- The proposed approach proved the enhancement in the precision, recall
and f-measure results by applying different experiments in different
directions.

4- The proposed approach proved its advancement on other recent work
that has been proposed by researchers.
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