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DSS and DM is a computing environment where users can find unknown
strategic information for decision making. DM offers a variety of
advanced data processing techniques that may beneficially be applied for
Business Intelligence (BI) purposes.

Although k-mean has the great advantage of being easy to implement, the
quality of the final clustering results of the k-mean algorithm highly
depends on different factors. The following points summarize the

Problem: problems in k-mean algorithm, they are:
1. Quality of the output depends on the initial point.
2. Global optimum solution not guaranteed.
3. Non globular clusters (overlapping in data between clusters)
4. Assuming a random number of clusters which may not be accurate.
5. Find empty clusters.
6. Bad initialization to centroid point
7. Choosing the number of clusters
This research focuses on the first step that applies k-means which is an
efficient clustering algorithm for categorizing the customers' data. The
easiness of k-mean clustering algorithm was a motivation that this
algorithm used in several fields. The k-mean clustering algorithm is more
prominent since its intelligence to cluster massive data rapidly and
efficiently.

Context: This paper considers developing an adaptation on one of the most well-

known popular clustering algorithms (K-mean) to enhance the
performance in producing near-optimal decisions for telcos churn
prediction and retention problems. The DSS could help managers to
forecast and optimize efficiencies by selected attributes and grouping
inferred efficiency. Also, it is an ideal tool for careful forecasting and
planning. The proposed DSS is applied to an actual banking system and
its superiorities and advantages are discussed.




Solution approach:

In this research a new method is proposed for finding the better initial
centroids to provide an efficient way of assigning the data points to
suitable clusters with reduced time complexity.

The modified approach will include the following:

1. Changing the centroid point from random points to the centroid points.
2. Adding a step while calculating the distance between data sample and
cluster through inserting several center points to increase time of
processing

3. Adding last step to avoid empty clusters before visualize data

The proposed enhancement has been evaluated by performing a
comparison through the method of processing, which illustrates the main
difference between the processing steps between both algorithms.
Moreover, An evaluation of the proposed enhancing algorithm by
applying both algorithms (the original and the enhancement) on customer
investment in banking dataset. The difference between the results
confirmed the correctness and accuracy of the “Enhanced K-mean”
algorithm.

Contribution:

This research successfully developed and applied on customer banking
data, and the evaluation results are presented
The research contribution is summarized as follows:
e More accuracy in distributing the clusters
e (Considering the determination of the cluster elements.
e Determining the degree of closeness between the element and its
related clusters
e Selecting the most relevant cluster
e Assigning the element to this selected cluster
e Removing the empty clusters which was resulted according to the
random number of clusters and avoids presenting it to the user.
e Avoids this inconvenient representation and remove the entire
empty clusters before presenting them to the user.
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