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Abstract 
The research aimed to introduce newly designed features for speech signal. The 

newly developed features are designed to normalize the dynamic structure of best tree 
decomposition of wavelet packets. The 4 points encoded vector is a full of 
information just like the original best tree’s structure. It is a loss less encoding system 
that grantees 100% reconstruction of the original best tree. The encoding process for 
BTE features vector is developed as such to minimize the distance based on frequency 
adjacency. The implied scoring system makes BTE  suitable for recognition problems.         

1. Introduction 
It is known that human speech is decomposed of short time duration’s unites 

called phonemes. Each phoneme contributes in specific piece of information. We can 
assume it as the characters that construct the whole word in any written language. 
Information in each phoneme is encoded into the frequency domain. Simply the 
information is a pattern of frequency components [1].  Features are extracted from the 
speech signal to best represent such information.     

 
It is believed that human hearing system is the best recognition system. By trying 

to simulate human hearing system, good practical results may be achieved.   Speech 
signal is processed in this research in such a manner that low frequency components 
have more weights than high frequency components [2]. The human ear responds to 
speech in a manner such that as indicated by Mel scale in figure 1. This curve 
explains a very important fact. Human ears cannot differentiate between different 
sounds in high frequency scale while it can do this in low frequency scale. Mel scale 
is a scale that reflects what human can hear. As shown by figure 1, a change in 
frequency from 4000(HZ) to 8000 (HZ) makes only 1000 (Mel) change in Mel scale. 
This is not the case in the low frequency range starts at 0(HZ) and ends by 1000 (HZ). 
In this low frequency range it is appeared that 1000(Hz)’s change is equivalent to 
1000(Mel) change in Mel scale.  This explains that human hearing is very sensitive 
for frequency variation in low range while it is not the case in high range.   

 
Wavelets are short duration waveforms that can express any function by scaling 

and shifting of certain mother signal that is called mother wavelet [5]. Wavelet 
algorithm is acting as a filter banks on the input signal. The output of the filter banks 
are the wavelet signal’s amplitudes. 
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Figure 1: Mel scale curve that models the human hearing response to different frequencies [3]. 

 
 

 
Figure 2: Sin wave is used for Fourier representation of the signal while wavelet function is used 
in wavelet representation for Daubechies 10 pointes filter. Sin wav is infinite in time but finite in 
frequency domain while wavelet is finite in both time and frequency domains [5]. 

 

Figure 2 indicates a very important property of wavelet function. Wavelet function 
is a finite in time. It is also finite in frequency [4]. This is not the case of "Sine" basis 
functions (harmonic functions) used for Fourier analysis. All derived wavelets are 
orthogonal. This makes each wavelet acts as an identifier of the signal in a certain 
band. Figure 3 gives a brief comparison between different possible spaces to express 
certain function [5].  

 
 

 
Figure 3: Comparison between different signal spaces [5]. 



Wavelet packets are an extension to wavelet transform. It includes the high 
frequency parts in the analysis for more signal resolution of the frequency spectrum as 
shown in figure 4. 

 
Figure 4: Signal decomposition using wavelet packets [5]. 

To simplify the subject, let us discuss Fourier series as a signal representation tool.  
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Equation 1 indicates the Fourier series representation of function fሺxሻ. By the same 
approach, fሺxሻ may be expressed using wavelet packets as in equation 2. 

݂ሺݔሻ ൌ ∑ ∑  ܾ݆݊2݆െ1
݊ൌ0 ܹ, ሺݔሻ       (2) 

"b" is wavelet coefficients and "W" is wavelet packet. Let us start with the two 
filters of length 2N, where h(n) and g(n), corresponding to the wavelet filters. 

ଶܹሺݔሻ ൌ √2∑ ݄ሺ݇ሻ ܹ
ଶேିଵ
ୀ ሺ2ݔ െ ݇ሻ       (3) 

ଶܹାଵሺݔሻ ൌ √2∑ ݃ሺ݇ሻ ܹ
ଶேିଵ
ୀ ሺ2ݔ െ ݇ሻ    (4) 

g(k) and h(k) are filter banks. Where: 
ܹሺݔሻ ൌ  .ሻ is called the scaling functionݔሺ 
ଵܹሺݔሻ ൌ ߰ሺݔሻ is called wavelet function. 

Where: 

ሻ࢞ሺܹ ൌ ࢞ሺି࢝ െ  ሻ      (5)

 ݊ א ܰ ܽ݊݀ ሺ݆, ݇ሻ א ܼ 
 

K is not a dynamic parameter after the decomposition of the signal rather it is 
a constant value for each wavelet packet W. This makes it much better to abstract (5) 
as : 

ܹ, ൌ ݔሺ2ିݓ െ ݇ሻ ܼ݇߳      (6) 
 
Hence: 
 

ܹ,ሺݔሻ ൌ Φሺݔ െ ݇ሻ     (7) 
ଵܹ,ଵሺݔሻ ൌ Ψሺ௫

ଶ
െ ݇ሻ     (8) 

 
The idea is explained by figure 5.  Scaling "ф" and wavelet "Ѱ" functions are used 

to generate W functions that cover all the frequency-scale space. The parameter k is 
used to indicate the time location of certain W function. K is chosen to best fit the 
original function to be expressed by wavelet packets while the scaling and wavelet 
functions are designed such that all W functions to be orthogonal.  
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The objective is to remap node indices in such that adjacent node indices lay in 
adjacent frequency bands. To explain this subject considers the following table that 
represents the indices in a typical wavelet packet tree for 4-levels decomposition. 
Figure 6 represents band indexes in Matlab wavelet packets for 3 levels 
decomposition. Node indices are written inside the boxes that represent the nodes in 
the wavelet tree decomposition.  As shown in figure 6 that node 7 and node 6 are too 
far in frequency while they are subsequent nodes as wavelet packets indexing system.  
This problem needs to be altered in such that adjacent frequency bands are listed as 
contiguous numbers. This way we will ensure that indexing system reflects frequency 
scale. This property may be used in the scoring system. Information in figure 6 is 
tabulated in table 1 to make it simple to figure out adjacent bands. Traversing tree as 
Left  Right  Center will be very logical to make good criteria for adjacency.  
Figure 7 explains the new indexing system. 

 
Now we are ready to apply the best tree algorithm to optimize the full binary tree 

shown in figure 7. The optimization minimizes the number of tree nodes such that it 
best fit the information included in the speech signal. The entropy is used in the 
optimization algorithm. 

 
Now we can apply the encoding by considering clusters of 7 bands. Each cluster 

will be encoded in 7 bits in such that each bit is associated to a certain band. Figure 11 
explains the clusters. 

 
Table 1 : Bandwidth distribution over wavelet packet decomposition bands. 

Filter bank’s Upper Limit 
with respect to total 
bandwidth (%) 

Filter Bank’s Node‐ index according to wavelet 
packet  indexing system 

100  0 
50  1 

100  2 
25  3 
50  4 
75  5 

100  6 
12.5  7 
25  8 

37.5  9 
50  10 

62.5  11 
75  12 

87.5  13 
100  14 
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Figure 9 introduces a simple example to explain features encoding for a frame of 
speech signal. Circles in figure 9 represent leave nodes in the best tree decomposition.  

 
 

 
Figure 9: Best tree 4 point encoding example. 

 
 
The indicated tree structure in figure 9 will be encoded into features vector of 4 

elements as shown in table 2. 
Table 2 : Best tree 4 point encoding evaluation. 

Element  Binary Value  Decimal value  Frequency Band 

V1  0001100  12 0 ‐ 25 %

V2  1000000  64 25% ‐ 50%

V3  0000000  0 50%‐75%

V4  0000100  4 75%‐ 100%

 

Features vector for this example speech frame will be: 

ܨ ൌ ൬
భమ
లర
బ
ర
൰     (9) 

 

 Matlab is used to implement BTE features extraction.  The following code 
snippet is the core part of Matlab function to implement BTE features extraction.  

 
    
  
function [res] = BTE (frame, depth) 
    nbIn = nargin; 
    nbout = nargout; 
    if nbIn < 1 ,    error('Not enough input arguments.');  
    elseif nbIn == 1,     level = 4; 
    elseif nbIn == 2,     level = depth; 
    end; 
    if nbout < 1 , error('Not enough output arguments.'); end; 
    t = wpdec(frame,level,'db4','shannon'); 
    u = leaves (t); 



    bt =  besttree(t); 
    v = leaves (bt); 
   % res = score(v,0,4)/1000; 
    res = box4encoder(v);     
  
end 

  

 The function "box4encoder"   in the above code snippet is responsible for 
encoding Best tree as indicated in table 2. Matlab functions needed for this research 
are all packaged into a Class Library2. This step makes it easy to call Matlab functions 
from within the C# development environment3 that is being used as Business and Cue 
Logic4 "BCL".  The following Matlab command is used to invoke the packaging tool 
in Matlab: 

Deploytool 

  Figure 10 explains the deploy tool utility that is available in Matlab 7.5.  This is 
a very useful tool that enables calling for all Matlab functionalities from other more 
advanced software development environments.  

 
Figure 10: Deployment tool for packaging Matlab functions into Class Library suitable for 
calling from C# development environment.[5] 

  
The Matlab function called "wav2BTE" is developed in Matlab. Part of the code 

of "wav2BTE" is indicated in the following cod snippet.   
    [y fs] = wavread(file); 
    S = 20e-3*SamplingRate; 
    F = framing(y,S,0,0); 
    A = BTE (F(:,1)); 
    for i = 2:n 
      A = [A  BTE (F(:,i))]; 
    end; 
    version = uint32([3 1]); 
    Frame = uint32(20); 
    wpdepth =uint32( 4); 
    fid = fopen(outfile, 'wb'); 
    fwrite(fid,version,'int32'); 
    fwrite(fid,Frame,'int32'); 
    fwrite(fid,wpdepth,'int32'); 

                                                 
2 Class library is the name of the entity used by Microsoft in the dot net framework to package 
functions and procedure. By packaging all needed functions int class library, we can reuse the functions 
from any dot net programming language for further use. 
3 Dot net programming language by Microsoft Corporation. 
4 Business and Cue Logic "BCL" is a name for all program snippets that is being written to control 
program sequencing. This includes loops, conditions, input and outputs.  



    fwrite(fid,uint32(fs),'int32'); 
    fwrite(fid,size(A),'int32'); 
    fwrite(fid,2,'int32'); 
    fwrite(fid, uint16(A),'int16'); 
    status = fclose(fid); 

  

3. Testing BTE scoring system 
This section is dealing with testing the scoring system of BTE features. As 

indicated before the scoring system is designed as to minimize the distance based on 
frequency coverage. Signals that has similar frequency spectrum are close and signals 
that have different frequency component are far.  Figure 11 introduce the score of 4 
BTE feature vectors. Check marks mark the frequency bands being covered by leaf’s 
nodes. FV is the abbreviation for Feature Vector. As it shown in figure, Vectors A, B, 
C and D are almost identical vectors. They just differed in 19% and 25% Bandwidth 
components of wavelet packets. The scoring makes B and C are too close while A and 
D are too far. This is logical as vector A has no resolution in level 4 while B and C 
have adjacent components in level 4. Also D has no component at all in 19% and 
25%.  Also C is equally distant from D and B. This is also logical as the 19% 
component at level 4 for vector C is in the middle between the 13% component at 
level 4 for vector D and the 25% component at level 4 for vector B.  

 

 
Figure 11: Scoring sheet that explains the scoring of 4 different feature vectors. 

 
 The above discussion explains that the scoring hold information that we can 
rely in the recognition system.  The above discussion is summarized in figure 12. As 
it is indicated in figure 12, vector C are in the middle path between B and D. Vector A 
and D are at the far limits.  



 
Figure 12: Summary results of scoring system 

4. Conclusions 
Wavelet packets make a similar processing on speech signal as the Filter banks 

method. It is much smarter than filter banks in that the number of filters is adapted by 
considering signal entropy to find the best tree. The problem of having dynamic size 
feature vectors is solved by considering the 4 points encoding algorithm. The 
proposed encoding system grantees that minimizing distance between feature vectors 
based on adjacency in frequency domain. This adjacency based on frequency domain 
of feature vectors distance calculation makes (BTE) features are highly promising in 
speech recognition systems.  
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