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Abstract— One of the most important goals of the higher education field is to provide perfect education level by achieving the highest level 
of quality that could be achieved. Mining data is one of the successful methods to achieve this goal. Applying prediction techniques can 
discover the most suitable subjects for the students, determine the odd data in the grades of the students and all other prediction scenarios 
for the learning process. This paper is oriented towards applying knowledge discovery methods on higher education database in the 
Management Information Systems (MIS) of Fayoum University by applying a data mining model on the university data. In this research, 
classification techniques are used to judge the student’s grades. As there are many approaches that are used for data classification, 
therefore, in this paper, we applied one of the most suited techniques for the nature of data. We extracted the knowledge that describes the 
students’ performance which supports deciding the right direction for the student according to his grades. . 

Index Terms— Educational Systems; Data Mining; Classification; Students Satisfaction; Students performance; Genetic Algorithm, 
Knowledge Discovery 
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1 INTRODUCTION                                                                     

The performance of the students is the most important 
target in the education system. It is considered the basic indi-
cation for the institutions’ quality. This quality is basically de-
pends on the students’ achievements [1].  Many researchers 
have defined the performance of students in different perspec-
tives, The performance of students is measured by the teach-
ing assessment, but most of the researches identified the per-
formance by the students’ grades [2]. 

 
The grades of the students depends on many criteria in-

cluding the exams’ marks, students’ activities, and the course 
structure. [3]. Therefore, evaluating the students is a vital 
phase in the education process which targets directly the core 
observation for the performance of the students. It is essential 
to highlight that the performance of the students affects main-
ly the education institution strategic plan [4]. 

 
The field of data mining is one of the successful fields in 

business recommendations [5] specially studying the perfor-
mance of the students. Different data mining tasks could be 
applied not only for measuring the performance  [6] but for 
other related targets such as predicting the future performance 
and classification of the students as well [7]. Focusing on data 
mining, different machine learning approaches are successful-
ly proposed for these tasks such as Support Vector Machine, 
Naïve Bayes, Genetic Algorithms, and others [8]. Predicting 
the performance of the students is effective step which can 
change the educational map in the institutions which conse-
quently change the teaching perspective [9]. 

 
The main purpose for focusing on predicting the perfor-

mance of the students is to predict vital aspects for the stu-

dents such as his estimated score range, and most important, 
his suitable specialty. A success in this target can provide a 
successful advising task in the educational institutions. Suc-
cessful advising can have a successful step for directing the 
student to his best direction such as the suitable department 
for specialty and the suitable subjects to study. This support 
reduce the risk for the student performance. This whole view 
provide a positive impact for different stakeholders in the ed-
ucational system including the students, the family, the super-
visors, the instructors, and the high management team. 

 
The amount of data is one of the main criteria in selecting 

the appropriate mining approach [8]. In [9], an approach was 
proposed to deal with a large amount of data which can be 
identified as big data. Other research in [10] focused on the 
number of attributes rather than the amount of data. Different 
classification approaches have been successfully applied in 
different environments such as music [11] and finance [12]. 
Although there has been a close focus on mining educational 
data, however, there has been many obstacles for reaching 
high accurate results. This is because the lack of required data 
for the research, the long required time for the experiments 
and the extensive steps required for data pre-processing [13]. 
Therefore, applying classification algorithms on real data can 
become an effective step for the required target in determining 
the students’ performance and consequently predicting the 
required students’ information for raining this performance 
[14]. 

 
Different data resources are used in mining of educational 

data such as Learning Management Systems (LMS), students’ 
affairs, and pre-university data. The high dimensionality of 
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size of this data forced the need of intelligent approaches to 
find novel techniques for exploring data and extracting the 
required information to enhance the educational level through 
enhancing the students’ performance [15]. This requirement 
has arisen due to the need for discovering intelligent trends to 
raise the educational process performance in general and the 
students which consequently prove the effectiveness of the 
educational process [16] 

 
This research focuses on the education system targeting to 

enhance the performance of the students based on directing 
the students for their suitable department as well as suitable 
courses. The research applied data mining approaches on Fay-
oum University students’ data. The results of the experiment 
succeeded to provide a satisfying prediction to the students. 
The remaining of the research includes the discussion of the 
literature review, describing the research approach, illustrat-
ing the experimental results, and then finally providing the 
research conclusion and the future work.  

 

2 PREVIOUS WORKS 
Many researchers have presented different approaches for 

predicting the performance of organizations in general [17] 
and the performance of the students in specific. This section 
presents some of these researches. [18] proposed an approach 
for revealing the hidden relation among attributes. The select-
ed features included the grades, place of residence, and place 
of school. Another research by [19] presented two case studies 
which targeted to solve the problem of unequal level of stu-
dents in the same class by applying support vector machine 
approach. The research claim that the results were satisfactory. 
Another research in [20] applied two different techniques, they 
are FP growth and K-mean algorithms 

FP Tree and K-means clustering technique is applied in  [6] 
for finding the similarity between urban and rural students 
programming skills. FP Tree mining is applied to sieve the 
patterns from the dataset. K-means clustering is used to de-
termine the programming skills of the students. The study 
clearly indicates that the rural and the urban students differ in 
their programming skills. The huge proportions of urban stu-
dents are good in programming skill compared to rural stu-
dents. It divulges that academicians provide extra training to 
urban students in the programming subject.  

  
[21] Attempted to predict failure in the two core classes 

(Mathematics and Portuguese) of two secondary school stu-
dents from the Alentejo region of Portugal by utilizing 29 pre-
dictive variables. Four data mining algorithms such as Deci-
sion Tree (DT), Random Forest (RF), Neural Network (NN) 
and Support Vector Machine (SVM) were applied on a data set 
of 788 students, who appeared in 2006 examination. It was 

reported that DT and NN algorithms had the predictive accu-
racy of 93% and 91% for two-class dataset (pass/fail) respec-
tively. It was also reported that both DT and NN algorithms 
had the predictive accuracy of 72% for a fourclass dataset. 

 
The research by [21] applied a research in Portugal includ-

ing 29 aĴributes for high schools’ students. The research fo-
cused on two courses and applied four of the most traditional 
data mining algorithms. The research revealed that decision 
tree algorithms provide 93% of accuracy. 

 
A research, by [9] presented a review of different data min-

ing algorithms which is applied in the students’ data and 
proved its applicability for this field. Different researches in 
[22], and [23] applied K-nearest neighbor algorithm over stu-
dents’ data and reached an accuracy from 57% to 62.9%. Naïve 
Bayes algorithm is also applied which revealed to be simple 
and have higher speed while it has a shortcoming to have un-
related factors [24]  SVM is also proposed in [25] and [26] 
which achieved stable result with accuracy 86.3%. Moreover, 
Decision Tree algorithm is also applied in [27] with 85.9% ac-
curacy. The same algorithm is applied in [28] to predict if the 
student will pass the course or not and achieved a satisfied 
accuracy 

 
2.1 Review Stage 

3 PROPOSED METHODOLOGY 
Referring to the presented literature review and the analysis of 
their results with respect to the proposed approach, it is clear 
that the performance of the students can be affected by differ-
ent factors as well as predicted by a set of influencing attrib-
utes. In the proposed approach, we focus on a set of attributes 
targeting to predict the performance of students in addition to 
predicting the most suitable studying direction for these stu-
dents.  
The primary goal for the proposed approach is to reveal a 
suitable approach for the required target using the existing 
available parameters. Therefore, different predicting algo-
rithms are applied on the available data to reach the most 
suitable direction. Figure 1 illustrates the main steps for the 
proposed approach while the following sections discuss each 
phase in details 

 
3.1 Collecting Data  
This phase is considered with collecting the required data. 
Considering the target of the proposed approach, the data 
includes three categories, they are Personal Data, Tanseeq Da-
ta, and University Data. The attributes for each data sources 
depends on the availability from the sources, however, main 
attributes will be highlighted. Main attributes should be in-
cluded in the data sources with adding the additional availa-
ble attributes that could enrich the source targeting more accu-
rate results. 
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3.2 Data Preparation  
Although data preparation is one of the major basic steps [29], 
however, it is not highlighted in most of the research. Real 
data usually have incomplete values due to the inaccurate 
gathering of the data as well as the inconsistent data among 
the records. Therefore, a mandatory step for predicting the 
missing fields is applied in this approach. It is also mandatory 
to eliminate the inconsistent values and predict the most near 
and accurate ones. Another valuable step in the data prepara-
tion phase is to eliminate unrelated features. This step is con-
sidered with removing the features that do not represent the 
required task. 
In this phase, the following steps are applied. 
1. Define the missing data cells and records. 
 We can deal with the missing data by one or more of 
the following methods: 
a) Eliminate the record which has the missing value 
b) Predict the missing value by using a suitable method either 
by using one of the statistical methods such as the mean, the 
average, etc. or by using a prediction algorithm. A successful 
algorithm for this task is Bayes algorithm or decision tree. 
 
2. Discover the inconsistent data 
 One method for discovering the inconsistent data is to 
apply a clustering algorithm which clearly highlight the outli-
er cluster. Dealing with outliers should not only be with di-
rectly removing them, therefore, in this approach, the first 
preparation step is also applied to minimize the inconsistent 
data targeting to minimize the amount of data which will be 
removed as an inconsistent data. This task is performed with a 
belief that each record in the provided data worth to be in-
cluded, therefore, in this approach, we eliminate as few rec-
ords as possible. 
 
3. Predict the replaceable values for both situation 
 This step is a crucial part in the data preparation 
phase, therefore, selecting the suitable algorithm should be 
highly considered to predict the replaceable values for the 
selected inconsistent or null ones. High accurate values is re-
quired to avoid any degradation in the system performance. 
From many literatures, defined algorithms are successful in 
predicting the numerical data [5, 8] while others are successful 
in predicting the nominal data [30], [7, 15] according to the 
nature of these algorithms. Other approaches could be applied 
by provide the higher general value or the more specific value. 
 
4. Eliminate unrelated features 
Naturally not all features are required for the task, therefore, 
this step requires defining the required features and eliminate 
the unrelated ones. The determined features to be eliminated 
depends on the stakeholders’ view who are responsible for 
maintaining the performance of the students. Developing a 
systematic research for revealing the suitability of the existing 
methods with the required parameters in the current study is 
performed in this step to avoid eliminating required features 
and support selecting the most influencing ones. 
 

5. Reduce the required data 
One of the data preparation phases is to reduce the amount of 
data targeting to minimize the processing cost. However, in 
this approach, we did not apply this step as it is crucial to in-
clude all students’ records with all variations and the applied 
environment did not need this step. Moreover, this phase can 
be applied if required for other applications using sampling 
techniques [31] 
 
3.3 Data Integration 
In this phase, a set of processes is applied to successfully inte-
grate the different sources of data into a multidimensional 
form. The process includes applying business intelligence 
techniques to provide the analytical processes with the suita-
ble data modeling [17]. Selecting business intelligence tech-
niques in this phase ensures the applicability of providing an 
integrated model which is suitable for high performance with 
successful analysis, simulation, and prediction models. Busi-
ness intelligence techniques ensures applying the required 
data mining task over the integrated multidimensional data 
for developing a high performed data mart which includes the 
required relations for the students’ data that are gathered from 
the different data sources.  
 
 
3.4 Students’ Progress and Performance Prediction. 
This phase is considered the core phase of the proposed ap-
proach. This phase considers applying the data mining task to 
provide the student with his best route for studying, best de-
partment that he should apply for and predict his perfor-
mance in this department. The success in this stage is consid-
ered the main target of the presented research. In this phase, 
one of the most successful machine learning algorithm is ap-
plied to predict the required information. 
In this phase, based on the study in [30, 5], Genetic Algorithm 
is applied on the students’ data to reveal the most suitable 
direction of the students, the following is the genetic algo-
rithm steps. 
Genetic algorithm incorporate concepts of usual analysis. The 
final plan behind Genetic algorithm is that there is an ability to 
deduce more accurate solution by merging between the best 
solution and other offered solutions [32]. Genetic algorithm is 
essentially used to suggest the best alternative with the least 
required data.  
In order to generate more than one solution in a determined 
problem, Genetic algorithm is applied based on a biological 
perspective in three main phases: first, representing the prob-
lem as chromosomes, the proposed plans are evaluated using 
fitness functions, the selected plan is based on the best form of 
the suggested life for the identified problem. Each individual 
plan is evaluated according to two main activities, they are 
survive and reproduce. New solutions are produced based on 
the restructuring of the provided attributes. These solutions 
are then evaluated against the current one to finalize the best 
solution. To summarize, in [32], a flow chart for genetic algo-
rithm was suggested which is illustrated in fig. 1 While the 
main steps are represented in fig. 2 
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Fig. 1: A Flow Chart for Genetic Algorithm [33] 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 Fig. 2: The main Steps for Genetic Algorithm [33] 

  
 

4 EXPERIMENTAL STUDY (FAYOUM UNIVERSITY) 
The case study of the proposed approach is applied in Fayoum 
University. The data was collected from management infor-
mation systems department which has all the students’ data of 
the university. A total of 84483 records were collected for the 
students including a set of attributes. Table 1 presents the 
number of collected records for each college, while this diver-
sity is represented in fig. 3.  

 
Faculty No of Records 
Faculty of Specific Education 92579 
Faculty of Computer Science 3039 
Faculty of Medicine 9042 
Faculty of Science 62823 
Total 84483 

TABLE 1: NUMBER OF COLLECTED RECORDS FOR EACH COLLEGE 
 
As shown in table 1, the dataset had a variety of the students’ 
background to ensure the applicability of the study. The aim 
of this research is to provide a guaranteed prediction to the 
students which provide them with their best path. Following 
the research approach, the gathered data has been analyzed 
and the records that required more processing are then deter-
mined, table 2 presents the number of processed records for 
completing data and guarantee consistent students’ data. The 
attributes that are included in the data description are Student 
ID, Course, Degree, Grade, CGPA, Status, Level, College, Spe-
cialty, and Branch. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Diversity of Collected Records for Each College] 
 
 

Faculty No of Records 
Faculty of Specific Education 5032 
Faculty of Computer Science 312 
Faculty of Medicine 849 
Faculty of Science 1598 
Total 7791 

TABLE 2: NUMBER OF UPDATED RECORDS 
 
According to phase 2 in the proposed approach, inconsistent 
data are then determined, table 3 presents the number of rec-
ords that are included in the experiment after removing rec-
ords with inconsistent data which could not be replaced. 

 
 

 
Faculty No of Records 
Faculty of Specific Education 92279 
Faculty of Computer Science 3020 
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Faculty of Medicine 8760 
Faculty of Science 62323 
Total 166382 

TABLE 3: NUMBER OF RECORDS INCLUDED IN THE EXPERIMENT 
   
After setting up the main data which is included in the exper-
iment, determining the required attributes for the experiment 
is then performed, and the following attributes’ list are the 
determined set of attributes for the experiment. 
Applying genetic algorithm is performed which revealed to 
successfully predicting the suitable department to the stu-
dents’ segment under investigation with an average accuracy 
of 97.29%. Table 4 presents the accuracy deviation of the col-
leges while this diversity is illustrated in fig. 4. The researchers 
have investigated the cause of the 2.7% that were unsuccessful 
in the prediction and the following reasons have been re-
vealed. 
Students’ data deviation were not consistent in the depart-
ments of the colleges, variation in the attributes of the colleges 
were one of the reasons as the types of attributes varied huge-
ly. However, these reasons are currently investigated along 
with different algorithms for raising the accuracy percentage. 
 
 

Faculty % 
Faculty of Specific Education 97.32% 
Faculty of Computer Science 97.8% 
Faculty of Medicine 98% 
Faculty of Science 96.02% 
Average 97.29 

TABLE 4 ACCURACY % FOR THE RESULTS IN EACH COLLEGE  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4: Accuracy % for the results in each college 

4 CONCLUSION 
Recently, one of the most important research approaches is 
predicting the students’ performance as well as the students’ 
division which directly lead to raise their performance. This 
research aims at applying one of the most successful predict-
ing algorithm on Fayoum University data in order to raise the 
performance of the students in higher education. The pro-
posed approach was successful in recommending the suitable 
division to the students according to their skills. The accuracy 
percentage was 97.6%. The 2.4 % deviation has been focused 
on and the situation has been analyzed which revealed to a 

requirement for more accurate data and enlarging the attrib-
utes’ set. One of the main future research is further research 
on recent data with enlarging the attributes’ set and including 
more colleges in Fayoum University as well as other Egyptian 
universities to ensure the applicability of the proposed ap-
proach in different domains in Egypt. 
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